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ABSTRACT

Piecewise linear interface calculation (PLIC) is one of the most
widely employed reconstruction schemes for the simulation of mul-
tiphase flow. In this visualization paper we focus on the reconstruc-
tion from the simulation point of view, i.e., we present a framework
for the analysis of this reconstruction scheme together with its im-
plications on the overall simulation. By interpreting PLIC recon-
struction as an isosurface extraction problem from the first-order
Taylor approximation of the underlying volume of fluid field, we
obtain a framework for error analysis and geometric representation
of the reconstruction including the fluxes involved in the simulation.
At the same time this generalizes PLIC to higher-order approxima-
tion. We exemplify the utility and versatility of our visualization
approach on several multiphase CFD examples.

Index Terms: Simulation and Modeling [I.6.6]: Simulation Out-
put Analysis; Physical Sciences and Engineering [J.2]: Physics

1 INTRODUCTION

A multitude of phenomena in science and engineering involve multi-
phase flow. From a global point of view, single-phase flow is rather
the exception—liquids are typically not bounded by solids alone but
are in contact with the gaseous phase as well. While in single-phase
flow simulation the Navier-Stokes equations account for the advec-
tion of velocity and density, multiphase flow additionally requires
the advection of the material distribution, i.e., the (liquid) phase.
Advecting the material distribution in the same manner as the den-
sity field would, however, typically lead to non-sharp interfaces due
to numerical diffusion caused by repeated interpolation over time.
Thus, techniques are required that keep the interface sharp. A com-
mon approach is to track the boundary between liquid and gaseous
flow for each time step—necessitating the reconstruction of this in-
terface. Since this step has to be repeated for each time step of the
simulation, the focus is on both its accuracy and its computational
cost, advocating comparably simple techniques. Piecewise linear
interface calculation (PLIC) due to Youngs [21, 22] is an approach
that is widely used in computational fluid dynamics (CFD) for these
reasons and is therefore the subject of this paper.

Flow visualization concentrated on single-phase flow so far.
However, due to differentiation in research and increased compute
resources, multiphase flow simulation is steadily gaining impor-
tance. This necessitates appropriate visualization techniques. In
this paper we focus on the simulation side, i.e., it is not our pri-
mary focus to provide tools for investigating the space-time struc-
ture of multiphase flow results. Instead, we aim at providing a visu-
alization tool that supports the researcher in the evaluation and as-
sessment with respect to simulation modeling. In other words, we
want to support the simulation community by providing simulation-
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oriented visualization tools that enable and give insights into what
is “going on” in flow simulations and how it affects the outcome.

The field of simulation-oriented visualization necessitates algo-
rithmic and numerical proximity to simulation codes. In the present
approach we account for this by utilizing algorithms and numerical
techniques from the respective solvers. On the one hand, this al-
lows for accurate visualization of solver behavior, on the other hand,
however, it makes the visualization techniques strongly dependent
on the type of simulation. As a remedy, we advocate reuse of simu-
lation code, preferably by linking against simulation libraries.

In Section 2 we cover works related to this paper. Section 3 pro-
vides simulation details relevant for our technique. After presenting
our framework for visualization of the PLIC scheme in Section 4,
we provide results obtained with our framework in Section 5. Sec-
tion 6 concludes our work and provides an outlook to future work.

2 RELATED WORK

In the simulation context there are basically two approaches to the
computation of fluid interfaces. In Lagrangian schemes the inter-
face is represented explicitly by the moving mesh that divides the
domain into regions of different phases [6]. In this case the cells
function as control volumes that move with the flow. In the Eule-
rian schemes, in contrast, the fluid configuration is discretized on
a fixed grid, on which the interface must be tracked. For level-set
methods [20], the distance to the interface is computed for each
cell. In order to avoid smearing due to repeated advection and to
assure mass conservation, the interface must be regularly reinitial-
ized. This is in contrast to the volume of fluid (VOF) method with
PLIC-reconstructed interfaces. There, the fluid is represented by
a volume fraction for each cell [11]. The advantage of the VOF
method over the Lagrangian schemes is that it can handle arbitrarily
complex flow structures and changes in topology, since no explicit
representation of the fluid interface is needed. Several schemes
have been proposed for the reconstruction of the interface, with
piecewise constant [11, 15], stair-stepped [11], piecewise linear
(PLIC) [21, 22, 9, 18] (Section 3.2) approximation, and second-
order reconstruction where the fluid surface is build of freely ar-
rangeable planes within a cell [4, 9, 17, 18]. We refer the reader
to [7, 8] for a detailed introduction to multiphase flow simulation.

Many visualization methods have been proposed for material
interface reconstruction. Bonnell et al. [5] describe an algorithm
that is able to reconstruct arbitrarily many interfaces within a sin-
gle cell. However, the volume fractions enclosed within the recon-
structed interfaces can deviate from the original ones. Meredith
and Childs [14] developed a more accurate and smooth representa-
tion of interfaces with correct connectivity. The smoothness was
also addressed in [2] where smoothing and volumetric forces are
applied to obtain high quality surfaces. Anderson et al. [3] produce
continuous interfaces across cell boundaries for time-varying and
static data in arbitrary dimension with bounded error. Obermaier et
al. [16] analyze the stability of reconstructed interfaces by compar-
ing with time surfaces. As reconstruction of PLIC patches involves
gradient estimation, a related work is that by Hossain et al. [12]
presenting gradient estimation methods for field data on regular lat-
tices. These methods were further improved in [1] where storage
overhead was reduced. Some of these works visualize 3D PLIC
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Figure 1: Volume of fluid method with PLIC interface reconstruc-
tion. (a) Exemplary distribution of the f -field. (b) PLIC reconstruction
(gray) of the interface based on normals nγ . (c) Time integrals φ x

(blue) of f -fluxes over time step δ t in x-direction.

patches for comparison with their smooth interface reconstruction
techniques. However, they focus on appropriate visualization of the
resulting features while we concentrate on visualization of interface
reconstruction with respect to the simulation process. Hence, our
technique does not aim at providing a smooth representation.

3 SIMULATION

As our visualization technique is closely linked to the respective
simulation, we describe here the relevant details of the simulation
code that was used in our experiments. We refer the reader to [7] for
a thorough description of these simulation techniques. In our visual-
ization experiments we address multiphase simulations on Eulerian
Cartesian grids where the interface between the phases is recon-
structed using PLIC. The application of our visualization technique
to any other PLIC-based solver code is straightforward, including,
e.g., those operating on unstructured grids.1

3.1 Fundamentals

Let u(x, t) := (u(x),v(x),w(x), t)⊤ be the simulated flow velocity,

with x := (x,y,z)⊤ and time t, and ρ(x, t) be the fluid density. A
widely used approach to describe the fluid interface in multiphase
flow simulations is the application of the VOF method, originally
introduced by Hirt and Nichols [11]. Thereby, to be able to distin-
guish between the liquid and the gaseous phase, an additional field
variable f (x, t), also called VOF-field, describing the volume frac-
tion of the liquid phase in the computational cells, is introduced:
for gaseous phase f = 0, in the liquid phase f = 1, and in the cells
with interfaces 0 < f < 1. An illustration of the f -field in a typical
two-phase flow situation is given in Figure 1(a). The temporal and
spatial evolution of the f -field is described by the transport equation

∂ f

∂ t
+∇ ·( f u) = 0 , (1)

where u denotes the advection velocity of the interface.

For improved numerics during simulation, u, v, and w are typi-
cally kept in staggered grid representation, i.e., u is discretized at
the yz-face centers, v at the xz-face centers, and w at the xy-face
centers, while the other quantities such as f and ρ are kept in cell-
centered representation (e.g., denoted as fc := f (xc) with cell cen-
ter xc). Typically, the simulation output of u, v, and w is interpo-
lated to cell-centered representation for long-term storage and post-
processing in standard visualization tools. For improved accuracy,
our visualization framework supports the staggered representation
of velocity, additional to the cell-centered. To this end the simula-
tion experts extended their code for staggered representation output.
Nevertheless, since the process pipeline in science and engineering
is not yet adapted to staggered-grid representation and thus many

1Our framework only requires derivatives, subdivision, and isosurface

extraction using marching cubes [13], all available for unstructured grids.

simulation data are not available in staggered form, we used both
representation types in our experiments.

As we will see in Section 3.2, PLIC (and hence also its visual-
ization) requires the computation of ∇ f at the cell center. In order
to assure consistency with the simulation process in calculating ∇ f ,
we make use of the respective gradient estimation code. The gradi-
ent of cell-centered quantities such as fc is obtained by computing
the partial derivatives using finite differencing at the centers of the
cell faces between the respective cells, e.g., the partial derivative in
x-direction is computed at the center of the yz-face. Then, the par-
tial derivatives at the centers of 2× 2 co-planar faces (in this case
yz-faces) are averaged and stored at the node that is shared between
those faces. Repeating this procedure in y- and z-direction provides
the node-based gradient. Finally, it is interpolated to the cell center.

Beyond the gradient, our framework (Section 4) requires the es-
timation of higher partial derivatives—in our experiments we also
need to compute second-order partial derivatives. To be consistent
with the simulation code also with this respect, we use the finite
difference scheme employed in the simulation of surface tension.
However, since the curvature estimation in the simulation code is
based on ∇(∇ f/‖∇ f‖), we could not directly call the respective
routine but implemented the Hessian ∇(∇ f ) using the same scheme.
Specifically, we compute it from the node-based gradient by com-
puting the finite differences between neighboring nodes along the
cell edges. This provides a partial x-derivative at the center of each
x-edge. To obtain the cell-centered Hessian these partial derivatives
(in fact its columns) at the four x-edges of a cell are averaged. Re-
peating this in y- and z-direction provides the full Hessian.

3.2 PLIC Reconstruction

In order to prevent the smearing of f across cells at the interface due
to numerical diffusion during simulation, it is important to maintain
a sharp interface and to know its exact position. This is typically ac-
complished by calculating the fluxes in Eq. 1 based on a piecewise
linear reconstruction of the interface in each cell, known as PLIC.

As f is maintained in cell-centered representation, i.e., cell-wise
constant (Figure 1(a)), it is not immediately clear whether gas, liq-
uid, or a mixture of both is transported across a cell boundary. To
determine the actual flux of f across the cell boundaries, the inter-
face is reconstructed by a plane section within each interface cell,
i.e., in each cell with 0 < fc < 1. In each of these cells the plane’s
normal vector nγ :=−∇ f (xc)/‖∇ f (xc)‖ is determined from the f -
field according to the gradient estimation described in Section 3.1.
The remaining degree of freedom is the translation τ of the plane
along nγ . This translation is chosen such that the volume enclosed
between the cell’s boundaries and the plane (we denote this as the
PLIC polyhedron P) equals fc, see Figure 1(b) for an illustration.
For computational simplicity, this step is typically implemented by
an iterative optimization. It is apparent in Figure 1(b) that a piece-
wise linear reconstruction is subject to C0 and even C−1 discontinu-
ities at the cell boundaries, i.e., between the PLIC surface patches.

3.3 Flux Computation

A central step in CFD is the advection of quantities between the
cells of the computational grid. This is typically accomplished by
the finite volume method [10], which determines the flux of the
quantity through each cell face and integrates this flux over the du-
ration of the time step to obtain the amount of the quantity that has
to be moved between the two cells sharing the face. The flux of
a quantity can be formulated as the surface integral of the normal
component of a flow multiplied by the quantity. In CFD simulation,
the flow is usually the velocity field and the surface is a cell face.
Hence, the normal component of velocity is required at each cell
face.

In the PLIC context, it is the flux of the f -field due to the u-field
that has to be evaluated for every cell face. Since the advection is
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Figure 2: Overall pipeline of our framework with respect to data (blue),
computation (orange), and results (green).

trivial in regions where f = 0 or f = 1 (where f does not change),
the flux computation is carried out only for interface cells (where
0 < fc < 1). For each of these cells, the PLIC reconstruction is
obtained according to Section 3.2. The flux is then computed in a
sequential manner using operator splitting (or Strang-splitting [19]),
where the order of flux computation in u-, v- and w-direction is re-
versed in every second time step. Hence, for even time steps, one
computes φ x, the time-step δ t integral of the flux with respect to the
velocity component u in x-direction, by “moving” the PLIC poly-
hedron by uδ t in x-direction and measuring the volume that has
passed the cell face in (ux)-direction (Figure 1(c)). The fc-values
are updated to f ′c using the φ x of each cell face by subtracting φ x

of the cell in upstream direction and adding φ x to the cell in down-
stream direction. Then a PLIC reconstruction of the f ′c-field is car-
ried out, and the process is repeated in y-direction with respect to
the v-component leading to f ′′c , finally the procedure is repeated
once more for the w-component and z-direction, resulting in f ′′′c ,
which are the fc-values of the next time step. Note that ρ is derived
from f in each time step for other purposes such as the advection
of velocity, which is, however, of no importance for our technique.

4 FRAMEWORK

The motivation for this paper is basically twofold. We want to sup-
ply techniques that enable the simulation community to judge the
quality of the PLIC reconstruction both in terms of geometric ap-
proximation and with respect to the impact on the simulation result,
in particular in terms of flux computation (Section 3.3). This shall
also provide a means to guide the simulation modeling, e.g., with
respect to necessary refinement of the simulation grid. We address
all these goals by an integrated framework based on cell-wise Tay-
lor approximation of the f -field. Interestingly, this framework at
the same time generalizes PLIC to higher-order approximation.

Figure 2 provides an overview of the overall procedure and the
organization of the paper. The core is the Taylor approximation of
the f -field within each cell of the simulation grid separately, which
necessitates the computation of derivatives at the center of each cell.
These derivatives are also used for obtaining a per-cell error bound
of interface approximation. The Taylor approximation is then dis-
cretized, i.e., evaluated at the nodes of the original cell in case of
first-order approximation, or sampled on a subdivision of the orig-
inal cell in case of higher-order approximation. Isosurface extrac-
tion from this discretization is finally the basis for different error
measures and a visualization of the flux between cells.

4.1 Approximation of f

The PLIC patches (Section 3.2) are planar and perpendicular to
∇ f (xc), which is also the case for isosurfaces of the first-order
Taylor approximation f̃ 1(xc +h) := f (xc)+(∇ f (xc)) ·h of f , cen-
tered around the cell center xc, with f (xc) = fc, see Figure 3(a).
Hence, the PLIC patches can, to the best of our knowledge for the
first time, be represented and obtained by marching cubes isosur-
face extraction from f̃ 1, separately within each cell. In this formu-
lation the “PLIC polyhedron volume property”, i.e., the translation
τ of the PLIC patch along ∇ f (xc) (Section 3.2), simply corresponds

to the selection of the isolevel σ of f̃ 1, as illustrated in Figure 3(a).

Our new interpretation of PLIC reconstruction as an isosurface
extraction problem from f̃ 1 not only provides a visualization of
PLIC patches—it also provides a basis for analyzing the involved
approximation error. Knowing that PLIC reconstruction corre-
sponds to isosurface extraction from the first-order approximation
f̃ 1 of f has several consequences. First, it allows us to bound the
approximation error, i.e., how strongly f deviates from f̃ 1, the ap-
proximation made implicitly by PLIC reconstruction. According
to Taylor’s theorem (in fact Hille’s version for finite differences),
the approximation error is bounded by the uniform estimate com-
puted from the remainder of the Taylor approximation, given that
the approximated function is continuous and bounded. Since the
physically-correct interface is smooth, f is necessarily continuous
and it is bounded within [0,1] by definition. Second, it allows us to
obtain higher-order approximations of the interface by isosurface

extraction from higher-order Taylor approximations f̃ k of f . Both

applications require f̃ k. Generally, the multivariate kth-order Taylor
approximation of f , centered at the cell center xc reads

f̃ k(xc +h) := ∑
|ααα|≤k

∂ ααα f (xc)

ααα!
hααα (2)

with xc = (x1,x2,x3)
⊤,h = (h1,h2,h3)

⊤ ∈ R
3 and ααα ∈ N

3
0, using

multi-index notation. For k = 2 this results in the second-order Tay-
lor approximation

f̃ 2(x+h) = f (x)

+
∂ f (x)

∂x1
h1 +

∂ f (x)

∂x2
h2 +

∂ f (x)

∂x3
h3

}

1st

+
∂ 2 f (x)

∂x1∂x2
h1h2 +

∂ 2 f (x)

∂x1∂x3
h1h3 +

∂ 2 f (x)

∂x2∂x3
h2h3

+
∂ 2 f (x)

2∂x2
1

h2
1 +

∂ 2 f (x)

2∂x2
2

h2
2 +

∂ 2 f (x)

2∂x2
3

h2
3



















2nd (3)

with the respective zeroth, first, and second-order terms. We con-
strain our investigation to a maximum of order two, although any
order is straightforward to use within our framework.

We will now derive a bound on the approximation error of f̃ k,
which will lead to a first error measure of PLIC reconstruction. Ac-
cording to the multivariate version of Taylor’s theorem, since f is
k+ 1 times continuously differentiable (see above) within the cell
volume C, there are Rβββ : R3→ R with βββ ∈ N

3
0 such that

f (xc +h) = ∑
|ααα|≤k

∂ ααα f (xc)

ααα!
hααα + ∑

|βββ |=k+1

Rβββ (x)h
βββ . (4)

It is known that from this follows

|Rβββ (x)| ≤
|βββ |

βββ !
max
|γγγ|=|βββ |

max
y∈C
|∂ γγγ f (y)|=: M (5)

with x ∈C, leading to the uniform estimate that bounds the approx-
imation error of the kth-order Taylor approximation:

f (x)− f̃ k(x)≤Mck+1 (6)

within C with c being the maximum of the cell’s x, y, and z-extent.

Hence, the upper bound B for the approximation error of f with
respect to PLIC reconstruction, which represents a first-order ap-
proximation of f , is obtained by k = 1 in Eq. 6 and inserting Eq. 5:

B :=
2

2
max
|γγγ|=2

max
y∈C
|∂ γγγ f (y)| ·c2 = max

y∈C
‖∇(∇ f (y))‖max ·c

2 (7)
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∇f(xc)‖nγ

∇f̃ 1 = ∇f(xc)

τ σ

µ(Pτ ) = fc

µ(Pσ) = fc

(a) (b) (c)

Figure 3: (a) PLIC as isosurface extraction problem in f̃ 1. First-order
approximation f̃ 1 exhibits planar isosurfaces (dashed lines) perpen-
dicular to ∇ f (xc) (red), and so does PLIC by construction (green).
Hence, instead of adjusting τ such that the volume µ(Pτ ) of the en-
closed polyhedron Pτ equals fc, one can adjust isolevel σ accord-
ingly. (b) and (c) Discretization (gray nodes) of f̃ k within a simulation
cell (bold grid). (b) An isosurface (gray polygon) representing the
PLIC polyhedron P (green) is obtained by setting all boundary nodes
(red) of the supersampling grid to -FLT MAX. (c) Cells are split at
“reversely advected” cell face to generate flux volume (blue), f̃ k is in-
terpolated at the new (gray) nodes. Nodes below the face are set to
-FLT MAX to obtain the respective isosurface representation (gray).

with the maximum norm ‖A‖max = max{|ai j|}. Thus, we need to
determine the largest modulus of the elements of the Hessian of f
within C and multiply it by the square of the largest cell extent.2

Since we build on finite differences that involve, depending on
the order of the partial derivatives, the interpolation of derivatives
from cell nodes, cell edges, or cell faces (Section 3.1), the variation
of the Hessian within a cell is that of a tensor product linear inter-
polation. As detailed in Section 3.1 the columns of the Hessian
are bilinearly interpolated at the cell center from those at the cell
edges. Hence, the absolute maximum of the elements of the Hes-
sian within the cell is the absolute maximum of the elements of the
Hessian columns determined at the cell edges, which is easily eval-
uated and gives our error bound on the first-order approximation of
f (i.e., with respect to the approximation implicated by PLIC).

Note that since PLIC reconstruction corresponds to first-order
approximation of f , B not only provides a conservative bound on
possible inaccuracies due to the advection of the f -field, it also
indicates more general discretization problems of f , e.g., aliasing
with respect to resolution and orientation of the simulation grid, as
observed in Figure 4(e) and in particular in Figure 6. However,
although B provides a measure for the approximation of f with re-
spect to PLIC (including the offset of the PLIC patch along ∇ f (xc))
and can be multiplied by c to provide an estimate how far the iso-

surface moves along ∇ f̃ k if the isovalue is varied by the value B
(Figure 6), it is not able to directly provide insight into the devia-
tion of the shape of the planar PLIC patch from the shape of the

curved isosurface of f̃ k. To this end, we visualize the curvature of
these isosurfaces (Section 4.4) and the discontinuities between the
PLIC patches (Section 4.5). Since both require these isosurfaces,
we describe next how they are obtained.

4.2 Discretization

As our framework requires the computation of isosurfaces of f̃ k,
we have to subdivide each original cell of the simulation grid by a
factor n≥ 1 into a new grid Gc consisting of n3 cells and resample

f̃ k at the nodes of Gc. Isosurface extraction from this grid readily
produces the PLIC patches if k = 1 and higher-order PLIC gener-
alizations for k > 1. Since f̃ 1 is linear, the traditional PLIC case
requires no subdivision, (i.e., n = 1 applies). However, in order to
determine the isovalue σ that produces the PLIC patch at the right

2For the extension to unstructured grids, one can use the cell’s bounding

box instead of C.

offset along ∇ f (xc) (Figure 3(a)), we need to determine the volume
µ(Pσ ) of the PLIC polyhedron (Section 3.2). Since we want to ad-
dress generic cases with k ≥ 1, a possible approach would be to
apply triangulation to close the isosurface along the respective face
parts of the original cell. This would be, however, a demanding
task with respect to computational cost and implementation com-
plexity. Instead, we make use of the marching cubes algorithm also
for this task, which therefore would also allow for parallelization
(nevertheless, we address parallelization on a GPU as future work,
as the timings of our prototype (Section 5) already allow for produc-
tive operation). We achieve this by extending Gc with an additional
layer of cells (which adds a layer of additional nodes N) along its
boundary,3 i.e., we obtain a uniform grid of (n+2)3 cells where the

inner n3 cells are located within the original cell and the remaining
cells are located outside, see Figure 3(b). By setting the value at
each node in N to a very large negative value λ (in our implemen-
tation λ = -FLT_MAX), any isosurface is closed along the face re-
gions of the original cell, providing the triangulated representation
of Pσ corresponding to isolevel σ . Note that the introduced inac-
curacy is negligible (in the order of numerical accuracy) because
the additional part(s) of the isosurface are located in the outer layer
of cells of Gc but very close to the faces of the original cell since

λ dominates the f̃ k-values. However, since this is only the case if
the partial derivatives of f are reasonably bounded, i.e., below the
order of λ , we test if the modulus of the values within Gc exceeds
−λ ·10−3 and warn the user in such a case (which, however, never
was the case in our experiments).

Since the triangles in the mesh of Pσ are oriented consistently
by the marching cubes algorithm, the volume µ of Pσ can directly
be measured by µ(Pσ ) = ∑t∈Pσ

v1 ·(v2×v3)/6, with v1, v2, and v3

being the three vertices of triangle t.

The PLIC patches are obtained either from the isosurfaces of the
n3 grid directly, or from the closed isosurfaces of the (n+2)3 grid
by discarding the isosurface parts in the outer cell layer.

4.3 Determination of Isovalue

The remaining building block for cell-wise PLIC reconstruction
by our framework is the determination of the isolevel σ such that
µ(Pσ ) = fc. As in traditional PLIC reconstruction (Section 3.2) we
address the problem by iterative optimization, in our case we apply
the bisection method to find σ , see Algorithm 1. For traditional
PLIC reconstruction, k = 1 is used. However, using k > 1 provides
higher-order interface approximation, which we use for comparison
and visualization of the approximation error with respect to the cur-
vature of the interface in this paper. We used ni = 10 in our experi-
ments, hence the resulting quantization of σ is ( fmax− fmin)/2ni+1.

4.4 Measurement of Isosurface Curvature

While B (Section 4.1) bounds the approximation error with respect
to the f -field in terms of PLIC reconstruction, we derive here a mea-
sure for the PLIC approximation error with respect to the shape of
the interface. In compliance with the derivation of B, we compare
the isosurface of f̃ 1 at isolevel σ1 with the corresponding (curved)
isosurface of f̃ 2 at isolevel σ2. Both σ1 and σ2 are obtained accord-
ing to Section 4.3, i.e., such that µ(P1) = µ(P2) = fc.

The principal curvatures of an isosurface of f̃ k at point x are
given by the generally two nonzero eigenvalues λ1 and λ2 of

∇(∇ f̃ k(x)/‖∇ f̃ k(x)‖). We extract the isosurface of f̃ 2 at isolevel
σ2 and evaluate κmax :=max(|λ1|, |λ2|) at its vertices. These values
are either directly visualized on the surface (see, e.g., Figure 4(f)),
or the maximum κ̂max over the isosurface within the original cell
is determined and this maximum is visualized by uniform color on
the corresponding PLIC surface patch (see, e.g., Figure 4(g)). The

3For extension to unstructured grids, this step would need to make use

of a simple meshing algorithm.
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Figure 4: Our measures applied to the Sphere dataset (top row, rendered with backface culling to make discontinuity gaps better visible), and to
a small part of a ligament (bottom row, without backface culling) in the last time step of Figure 8. Columns: Traditional isosurface (a), minimum
discontinuity δmin (b), maximum discontinuity δmax on PLIC (c) and on second-order patches (d), bound B (Eq. 7) on approximation error with
respect to f (e), second-order PLIC patches colored with surface curvature κmax (f), and cell-wise maximum κ̂max of (f) colored on the PLIC
patches (g). The radius of the sphere according to our PLIC reconstruction is 0.0505 m (initialized as 0.05 m), hence the curvature should be
ideally 20 m−1. While (b), (c), and (d) account for the displacement of the patches along ∇ f (x), (e), (f), and (g) take into account only partial
derivatives of f and are hence not directly dependent on the displacement.

Algorithm 1 Bisection to find isovalue σ such that µ(Pσ ) = fc.

fmin← min
η∈Gc\N

f̃ k(η) {minimum of nodes η in Gc without N}

fmax← max
η∈Gc\N

f̃ k(η) {maximum of nodes η in Gc without N}

σmin = fmin

σmax = fmax

for i = 0 to ni do {ni bisection iterations}
σ ← (σmin +σmax)/2

obtain Pσ by marching cubes

measure µ(Pσ )
if µ(Pσ )< fc then

σmax← σ
else

σmin← σ
end if

end for

σ ← (σmin +σmax)/2

latter provides the maximum deviation of the PLIC patch from the
second-order interface approximation in terms of curvature, while
the former enables detailed inspection of this second-order surface
approximation. If the absolute distance between the two isosurfaces
is of interest, as in mesh resolution analysis (see, e.g., Figure 7),
κ̂max ·c

2 provides a conservative bound w.r.t. the cell extent c.

4.5 Measurement of C−1Discontinuities

While the technique presented in Section 4.4 captures the deviation
of the PLIC patch shape from that of a second-order approximation,
it is not capable of measuring discontinuities between the patches.
Regarding flux computation (Section 3.3), C≥0 discontinuities are
of lower impact than C−1 discontinuities because these represent
gaps in the reconstructed interface. We complete our analysis stage
for PLIC patches by providing here a respective technique.

Our discontinuity measure is visualized per cell, i.e., by a uni-

form color applied to the respective isosurface of f̃ k (it is applica-
ble to both PLIC cases with k = 1 and higher-order approximations
with k > 1). We obtain this cell value by extracting the boundary
curves of the isosurface(s) within each original cell (note that mul-
tiple isosurface parts can result in case of k > 1) and by measuring
the minimum Euclidean distance between these boundary curves
and all other boundary curves of the other cells. We measure these
distances by supersampling each edge of the current cell’s mesh

boundary polygons by r samples (in our experiments we used r = 9)
and determining for each sample the shortest distance to all bound-
ary curves residing in other cells. These other boundary curves do
not need to be supersampled because the involved point-to-segment
distance can be determined exactly. From the resulting minimum
distances along the current cell’s boundary polygons we take both
their minimum δmin and their maximum δmax. Both measures can
be mapped to the isosurface(s) of the current cell using uniform
color. The measure δmin provides a lower bound on the discontinu-
ity of the current cell (i.e., the “best case”) while δmax indicates the
upper bound (i.e., the “worst case”). Please see Figure 4(b)–(d).

4.6 Determination of Flux Volumes

So far we address the approximation properties of the f -field (in
terms of B from Section 4.1) and those of the PLIC reconstruc-
tion with respect to geometric approximation of the interface (Sec-
tions 4.4 and 4.5). Although they already give insight into the im-
plications of PLIC reconstruction in simulation codes, they do not
provide a direct approach to the impact on the simulation result.
Therefore we supply our framework with the visualization of the
involved fluxes. Although flux is an instantaneous measure, this
is the only part of our framework that has to take into account the
progress in time, however, only in the sense that the duration of the
time step is required. All time steps of the simulation data, such as
the u- and f -fields are visualized independently. As discussed in
Section 3.3, the finite volume method has to integrate the flux at a
cell face over the duration of the time step to obtain the amount of
the quantity that has to be moved between the respective cells. In
our case f is the quantity and the transported amount is obtained by
“moving” the PLIC polyhedron P sequentially by u, v, and w, and
obtaining its part that passes the respective downstream cell face.

To obtain a geometric representation of this volume for visual-
ization, we make use of the marching cubes approach that is used
for obtaining the triangulation of P (Section 4.2). The only differ-
ence is that we split the cells (inserting new nodes) of Gc where the
respective cell face intersects Gc if the face is advected in reverse

direction, see Figure 3(c). We resample f̃ k at the inserted nodes
and set all nodes of Gc that are located on the other side of the ad-
vected face to -FLT_MAX, with the effect that the resulting isosur-
face (taken at isolevel σ that was determined for the reconstruction
in this cell according to Section 4.3) represents the flux volume, i.e.,
the amount of f that is advected through the respective cell face.

As flux computation is accomplished using operator splitting,
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(a) (b) (c)

Figure 5: Initial time evolution of Zalesak dataset. Interface cells shown as boxes, flux volumes as gray polyhedra, and Zalesak pattern by
transparent isosurface. In the initial state (a), cell 2 is completely filled and cell 3 is empty. However, the gradient in cell 3 does not point straight
to the right but has an upward component due to finite differencing. Hence, the resulting PLIC patch degenerates to the red strip visible at the
upper left edge of cell 3. Adding the flux volumes to their downstream cells (and subtracting them from their current cells) updates the fc values
as reconstructed by the PLIC patches in (b). Second state (b): since fc is now larger in cell 3, one can see the respective patch and its inclination.
The flux volume at the right face of cell 2 is now larger than the flux volume in cell 1, hence fc will drop in cell 2 in the next time step. Third state
(c): fc is now below one in cell 2, causing a PLIC patch in cell 2. However, due to steeper gradients in cell 3, its PLIC normal points slightly to
the right. This is why the gaseous phase is located at the upper right instead of the upper left edge of cell 2. The visualization nicely illustrates a
reconstruction error (which then implies an error in flux calculation) due to the normal vector calculation. Cell 3 has obtained more fluid and the
overall fc-distribution causes further inclination of the patch in cell 3, further deteriorating the Zalesak pattern. This process continues over time.

the visualization of the fluxes in u-direction is straightforward. For
those in v-direction one needs to first compute the flux volumes in
u-direction, update the fc-field therefrom accordingly, repeat PLIC
reconstruction on the updated fc-field, and compute the flux vol-
umes then in v-direction. For the flux volumes in w-direction, one
needs to repeat this process once more in w-direction (Section 3.3).
Note that typically only every mth step is output during simulation
and hence the spacing between simulation results is larger than the
simulation step. Hence, either every time step has to be output for
analysis by our technique or the step size has to be provided.

5 RESULTS

This section reports the results obtained with our approach together
with the assessment by the CFD experts that have coauthored this
paper. We applied our framework to several multiphase flow simu-
lations in the context of droplet dynamics. Table 1 provides timing
results of our implementation. The computation of the discontinu-
ities δmin and δmax is clearly the most expensive step. However,
we used only a basic search structure for the distance test and this
step would lend itself to GPU acceleration. Performance is signifi-
cantly reduced for second-order patches as the number of triangles
per patch increases quadratically due to the involved supersampling.
However, the implementation allows for productive operation.

5.1 Sphere Dataset

As a reference configuration that provides a wide spectrum of
normal directions, a stationary sphere with known curvature κ =
20 m−1 was initialized using the simulation code. This serves for
evaluation and illustration of our framework, and provides insight
into the dependency on the sampling grid. We applied all visual-
izations of our framework to the 643 dataset, except for the flow
volumes as these require velocity data. Figure 4(b)–(g) (top row)

Table 1: Timings (in seconds) for the datasets from Figure 8 (C1:
323, C2: 643, C3: 1283) and from Figure 9 (M), QUAD: second-order
surface, Flux: flux volumes. Total exectution time in brackets.

Data PLIC QUAD Curvature δmax PLIC Flux PLIC Flux QUAD

C1 0.27 (0.29) 3.28 (3.32) 0.12 (3.5) 3.89 (4.19) 0.61 (0.91) 6.84 (10.1)

C2 0.99 (1.19) 12.2 (12.5) 0.76 (13.4) 29.8 (31.0) 2.44 (3.66) 29.8 (42.4)

C3 2.84 (3.96) 35.9 (37.5) 3.91 (41.7) 236 (240) 7.83 (12.0) 98.4 (136)

M 10.4 (13.6) 128 (132) 7.27 (140) 419 (434) 26.9 (67.2) 312 (475)

(a) (b) (c)

Figure 6: Zalesak dataset at time step 25 (time 0.0375 s) and simula-
tion grid 322×16 (a), 642×32 (b), and 1282×64 (c), visualized by PLIC
patches. The coloring by B (left halves) and c ·B (right halves) con-
veys approximation problems regarding the f -field, including aliasing.
The gray box depicts the region analyzed in Figure 5, however for the
onset of the simulation.

provide the respective results. Interestingly, each measure cap-
tures different discretization properties of PLIC. While the discon-
tinuity measures δmin and δmax exhibit low values on the sphere
where (x = 0)∨ (y = 0)∨ (z = 0) with ∨ representing “or”, the
approximation-based measures exhibit high (in case of B) or low
(in case of κmax) values at xmin∨xmax∨ymin∨ymax∨ zmin∨ zmax of
the sphere. This complies with the flattened (low κmax) parts visible
in Figure 4(a) (top) and the involved aliasing in general (large B).
Hence, discontinuities are typically small at axis-aligned patches,
while aliasing (B) is typically large in these cases, however, with
the potential benefit of flattened interfaces and hence better approx-
imation by PLIC. This behavior is expected in PLIC-based CFD.

5.2 Zalesak Dataset

A 3D liquid disc with a cut out reminiscent of Zalesak’s 2D disc is

initialized in a Couette flow u(x) = (ay,0,0)⊤ with a = 5 s−1 with
the lower domain boundary at rest and the upper one moving at a
velocity of 1 m/s. The simulation is carried out at different reso-
lutions of the simulation grid and consists of 109 simulation steps
which are output at the frequency of a single simulation time step
δ t = 0.0015 s. Figure 6 visualizes the dataset using PLIC patches
colored with B. It is apparent that both B and the robustness c ·B
(Section 4.1) of the PLIC patch with respect to σ are larger on the
front face of the disc in (b) than in (a), although (b) was simulated
at higher resolution. This is due to aliasing with respect to the res-
olution of the simulation grid, which is also visible as periodic pat-
tern at the cutout in (c). The Zalesak shape is traditionally used to
investigate the influence of numerical diffusion and reconstruction
properties in general since it features surfaces of greatly varying
curvature, questions that lend themselves to analysis based on B. It
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(a) (b) (c)

Figure 7: Colliding Drops dataset. Visualization by PLIC patches with κ̂max (left halves) and κ̂max ·c (right halves), for same time step at resolution
323 (a), 643 (b), 1283 (c). κ̂max ·c provides good estimate of approximation quality. Top: Time evolution by PLIC colored with κ̂max.

is apparent in particular in (c) that the sharp edges at the top de-
teriorate during advection. In Figure 5 we demonstrate how our
framework can be used to investigate the reasons for this process in
terms of PLIC reconstruction and the involved fluxes. Interestingly,
a reconstruction problem, which can lead to “multiple fronts” (Fig-
ure 5(c)), has been identified using our technique in this context.

5.3 Colliding Drops Dataset

This dataset consists of a simulation of a peripheral droplet-droplet
collision. Figure 7 (top row) provides an overview of the temporal
evolution. The simulation has been conducted at different resolu-
tions to investigate the impact of grid resolution. It turned out that
κmax ·c

2 provides a good estimate of approximation quality. It is
subject to future work to investigate this approach further, e.g., for
adaptive mesh refinement during simulation. It is apparent that res-
olutions (a) and (b) are insufficient while (c) starts to exhibit physi-
cally correct behavior, consistent with the estimation κmax ·c

2. This
can be explained by the fact that disintegration is closely related to
surface tension and hence to the curvature of the interface.

5.4 Merging Drops Dataset

This case models the peripheral collision of two rain drops of dif-
ferent size discretized on a grid of 512× 256× 256 cells, see Fig-
ure 8 for an overview of the time evolution. This represents a rather
complex case due to droplet disintegration and formation of small
ligaments that are resolved with only few cells and therefore exhibit
large discontinuities in PLIC reconstruction. As visualized in Fig-
ure 9, the physically important breakup of the ligaments is essen-
tially dominated by the f -fluxes. Our visualization in Figure 9(c)
indicates that the instabilities leading to breakup of sheets are sup-
pressed by the PLIC reconstruction, i.e., that the flux out of the
breakup cell would be larger if second-order interface reconstruc-
tion (d) would be used (visible at the larger flux volume at the lower
side of the breakup cell).

5.5 Freezing Drop Dataset

In this simulation the freezing process of supercooled water, i.e.,
pure water which may remain liquid for temperatures well below
the freezing point of water, is investigated. The setup for a 2D
simulation of an initially round particle is visualized in Figure 10.
Freezing starts and the particle grows circularly. Since the ice-water
interface is morphologically unstable, small perturbations can initi-
ate dendrite growth. As possible causes include the variation in
PLIC patch size, we visualized them. Water has a hexagonal molec-
ular lattice and should exhibit a six-fold symmetry of the ice crys-
tal. Currently no anisotropy effects are included in the model and
therefore circular growth is expected. However, as can be seen in

(a) (b)

Figure 10: Freezing Drop 2D dataset stacked in space-time (time
axis downward). View along time visualizes the growth of the crystal
(upper right in (a)). The PLIC patch size (bottom of (a)) is smaller
at the dendrites. Although, the crystal growth is faster in these ar-
eas. Discontinuities δmax are smaller at the dendrites (bottom of (b)),
providing a possible explanation. Another unexpected result are two
parallel PLIC patches per axis at initialization (upper left in (b)).

Figure 10, a four-fold symmetry is attained with the dendrites be-
ing aligned along the axes of the Cartesian grid. The visualization
shows that the dendrites grow in directions where the PLIC patch
size is smaller. A possible explanation, supported by our visualiza-
tion (Figure 10(b)), is with respect to the discontinuities between
the patches, which are smaller at the dendrites. Finally, our visual-
ization technique revealed that there exist two parallel PLIC-planes
in all four directions aligned with the grid axes at initialization,
which might as well trigger dendritic growth.

5.6 Discussion

The investigated examples represent different research problems
that require different visualization approaches. While all measures
provide valuable insight in the Sphere dataset (Section 5.1), dis-
cretization problems of the f -field, such as in the Zalesak dataset,
are best investigated with B. The investigation of the overall ap-
proximation quality, also with respect to physics, lends itself well
to analysis based on κmax ·c

2 (Section 5.3). Our flux-based visu-
alization approach is particularly well suited for understanding the
simulation behavior in small regions of interest, such as the tip of
the Zalesak dataset or the ligament breakup in the Merging Drops
dataset. As mentioned in Section 4.5, C−1 discontinuities have a
high impact on flux computation and hence are useful in related in-
vestigations as shown in Figures 5 and 9. Finally, the Freezing Drop
dataset represents an example where the size of the PLIC patches
correlate with simulation behavior. However, we can provide only
exemplary insight into solver behavior as a thorough application of
our tools together with detailed examination and interpretation of
any of our examples would already exceed the scope of this paper.
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Figure 8: Time sequence of Merging Drops dataset. Visualization by PLIC patches colored by δmax, in frame of reference moving with the drops.

(a) (b) (c) (d)

Figure 9: Merging Drops dataset. PLIC patches colored by discontinuity δmax (a), by curvature κmax on second-order surface reconstruction (b),
and a closeup thereof visualized using surface reconstruction and flux volumes based on first-order (PLIC) approximation (c), and second-order
approximation (d). As shown in (d), disconnection should occur due to larger flux volume in the lower region. In (c) PLIC suppresses the breakup.

6 CONCLUSION

We presented a technique for the simulation-oriented visualization
of multiphase flow simulations based on piecewise linear interface
calculation (PLIC). By identifying PLIC reconstruction as an isosur-
face extraction problem from the first-order Taylor approximation
of the volume of fluid (VOF) field we obtained a versatile frame-
work. On the one hand it allows us to derive error bounds on the im-
plicit approximation of the VOF-field, on the other hand it provides
several geometry-based error measures with respect to the shape of
the reconstruction and the discontinuities at cell boundaries. It also
provides geometric representations of the volume enclosed by PLIC
as well as the flux of the VOF-field. Finally, it readily generalizes
PLIC reconstruction to higher-order approximation. Next, we plan
to examine the utility of our generalization and our error measures
for the simulation of multiphase flow.
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