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ABSTRACT : We investigate the application of different streamline-based visualization concepts
to the 3D space-time representation of 2D time-dependent flow. This way, we directly obtain from
each 3D streamline-based concept a 2D pathline-based counterpart that is Galilean-invariant and
takes the time-dependence of the original field explicitly into account. We show the advantages
of the overall approach for vortex analysis and the analysis of the dynamics of material lines. In
particular, we employ the concept for the extraction of vortex centers, vortex core regions, and the
visualization of material line dynamics using streamsurface integration and line integral convolution
in the space-time field.

1 Introduction

Computational visualization is an essential tool for the analysis of flow fields from simulation and mea-
surement. The utilized techniques can be categorized into different classes. Prominent examples are
techniques based on integral curves, such as stream-, path-, streak-, and material lines, and feature ex-
traction. While pathlines, streaklines, and material lines are readily applicable to time-dependent flow,
the development of feature extraction techniques that take into account the time-dependence of flows is
subject to current research.
In this paper, we employ the space-time representation for the visualization of 2D time-dependent vector
fields. By treating time as the third dimension of the domain and by extending the original vector by a
constant third component equal to one, we obtain a 3D vector field in which streamlines represent path-
lines of the original 2D vector field. This represents the analog to making an n-dimensional system of
ordinary differential equations autonomous by lifting its dimension to n+1. As a consequence, concepts
based on 3D streamlines in the space-time vector field are in fact based on 2D pathlines in the original
field, making them Galilean-invariant and time-aware. Galilean invariance is a beneficial, if not manda-
tory, property of visualization techniques, in particular for the analysis of time-dependent flow and when
analyzing flow in configurations where no natural frame of reference is given. Thus, we investigate in
this paper the application of existing 3D streamline-based concepts to the space-time representation of
2D time-dependent flow, resulting in techniques for visualization and feature extraction that are Galilean
invariant and explicitly take into account the time-dependence of flow fields.
Specifically, our contributions include (1) the introduction and evaluation of space-time normalized helic-
ity, (2) the closely related extraction of vortex core lines according to Levy et al.’s criterion [12], applied
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to the space-time field, and (3) material line ribbons constrained to the vicinity of vortex core lines to
provide the space-time dynamics within vortices.

2 Related Work

Computational visualization of time-dependent flow by means of integral curves has a long history.
While the extraction of individual curves is an established concept, recent strategies concentrate on ac-
curate interactive placement of individual curves [8] and adaptive interactive placement of small sets of
curves [15]. Recent research in the field of static sets of trajectories focuses on the efficient computation
of their end points or quantities along them [7], and placement strategies for sets of whole trajectories.
Research in placement of integral curves was initiated by the image-guided streamline placement due
to Turk and Banks [24]. After several works on the placement of streamlines which, e.g., extended the
concept to 3D [14] or took into account vector field topology for improved placement [30], there has been
recent research on the placement of streamsurfaces [4] in 3D and placement of streaklines and pathlines
in 2D flow to avoid intersection and cusps by limiting their length [28], and on the placement of pathlines
that avoids intersection of the curves by decoupling integration and visualization scales [6].
Further increase in curve density converges to a result where the entire domain is filled with curves.
While uniform coloring of the lines would lead to uniform and, thus, inexpressive visualization, there is a
whole field of research, subsumed as texture-based flow visualization, on introducing color that provides
properties of (time-dependent) flow. One of the early works in this field is line integral convolution
(LIC) [2]. The basic idea of this approach is to convolve a noise texture along streamlines, providing a
dense representation of vector fields. In our present work, we employ this technique in the 3D space-time
field on surface representations to depict space-time flow behavior. We refer the reader to the survey by
Laramee et al. [11] for further details on texture-based flow visualization techniques.
Space-time representation of 2D data was successfully employed in a wide range of time-dependent ap-
plications in computational visualization. Examples range from the tracking of critical points in vector
fields [23] to the analysis of eye tracking data from video streams [10]. While the space-time representa-
tion in visualization often serves a better presentation, there are examples where it also plays a substantial
role in the definition of features. One such example, and the work most closely related to ours, is the
vortex core line concept by Weinkauf et al. [27] that takes into account the time-dependence of fields.
A further useful property of space-time representation is that 2D time-dependent vector fields can be
transformed into steady 3D ones by treating time as additional dimension. In this representation, path-
lines, i.e., the true trajectories in the 2D time-dependent flow, represent streamlines, i.e., instantaneous
integral curves, in the 3D space-time field. As will be discussed below, streamsurfaces in this 3D field
represent streaklines or material lines in the original flow, providing an overall framework and facilitating
their extraction.

3 Space-Time Visualization

We start with a short introduction to the space-time representation in Section 3.1. This is followed
by a discussion of the different types of characteristic curves and derived constructs, in the context of
space-time representation (Section 3.2). Sections 3.3 and 3.4 provide details on our space-time vortex
visualization techniques. Finally, we provide a short description of space-time LIC in Section 3.5.
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3.1 Space-Time Representation

Given the time-dependent 2D vector field

u(x, t) :=

(

u(x,y, t)
v(x,y, t)

)

, (1)

with x := (x,y)⊤ and time t, we derive its 3D space-time representation

u′(x′) :=





u(x,y, t)
v(x,y, t)

1



 , (2)

with x′ := (x,y, t)⊤ by treating the time domain as third spatial axis and by introducing the third vector
component equal to one. This ensures that as we step along the vector field u′, we also move the respective
amount of time along the time axis, bringing us to the correct time step of the time-dependent vector
field. This way, one obtains a stationary 3D vector field that encodes the dynamics of the original time-
dependent 2D vector field. Please note that we employ trilinear interpolation of u′ in our tests, i.e., we
combine spatial bilinear interpolation with linear interpolation in time. For more details, we refer the
reader to related work [27].

3.2 Characteristic Curves

Streamlines of the original (time-dependent) field u represent instantaneous integral curves. In the space-
time framework, they could be obtained by solving initial value problems in the modified representation
(u(x,y, t),v(x,y, t),0)⊤. Since the focus of the present work is to account for time-dependence, we do not
make use of streamlines in u. Pathlines, in contrast, represent the true time-dependent trajectories in flow
fields. Since u′ represents a stationary 3D vector field of the original time-dependent 2D vector field u,
3D streamlines in u′ represent pathlines in u, i.e., when projecting the 3D streamline along the time axis,
one obtains the respective pathline in u.
During the last decade, streaklines have been increasingly attracting attention in computational visu-
alization. Streaklines can be seen as a special case of material lines. While material lines consist of
any line-type arrangement of massless particles that moves with the flow, streaklines represent curves
obtained by continuously releasing particles at a given location, called the seed. In other words, any
material line that passes through a fixed seed point over time represents a streakline. It has to be noted
that there is a more generic definition of streaklines, the so-called generalized streaklines [29], where the
seed is allowed to move over time. This concept accounts for experimental visualizations where the seed-
ing probe is moved while the marker is released, as commonly employed with smoke in wind tunnels.
If we allow the point to move infinitely fast, one can generate any connected material line. Streaklines
proved particularly useful in recent research on time-dependent vector field topology, where the role of
streamlines in the traditional concept has been replaced by streaklines in 2D [20] and streaksurfaces in
3D [26] vector fields.
A streamsurface is obtained by densely seeding streamlines along a seeding curve. Since each particle
of a material line moves along a pathline and because all particles move for the same time duration, one
can obtain material lines by means of streamsurface integration in u′. All t = const.-sections of these
streamsurfaces represent the material line at the respective time. Since material lines are seeded only at
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(a) t = 0.05 s (b) t = 1 s (c) t = 1.5 s (d) t = 2.5 s (e) t ∈ [0,3] s

Fig. 1 Material lines and space-time representation. (a) A material line (purple) is seeded as a vertical
line at the center of the spatial domain. (b)–(d) The material line folds and stretches continuously in the
unsteady flow. (e) t = const.-sections of the streamsurface of u′ represent the material lines from (a)–(d).

one instant of time along a curve, the seeding curve of the streamsurface needs to be located in u′ within
an xy-plane, i.e., it has no extent in time. Figs. 1(a)–1(d) demonstrate material lines at selected t = const.-
instants, which represent sections of the corresponding space-time streamsurface shown in Fig. 1(e). If,
on the other hand, the seeding curve for a streamsurface in u′ is a straight line aligned with the time axis,
the resulting streamsurface represents a traditional streakline, i.e., each t = const.-section of this surface
represents the respective streakline at that instant of time. If the seeding curve is a generic curve in u′

and is monotonically increasing along the time axis, t = const.-sections of this streamsurface represent
respective generalized streaklines.
Streamribbons [25] can be seen as a special case between streamlines and streamsurfaces. They repre-
sent narrow constant-width strips whose medial axis is a streamline but which additionally show twist.
Streamribbons are usually constructed by integrating a streamline and during integration, an initially
randomly chosen orientation vector is propagated along the streamline. During this propagation, the di-
rection vector is kept orthogonal to the streamline tangent and rotated based on the velocity gradient, i.e.,
rotated the way a particle in the vicinity of the streamline would locally rotate around the streamline.
From this information, a narrow band is constructed by generating a triangulated surface strip along the
streamline with the respective twist. However, using this traditional concept of streamribbons would not
be applicable in our space-time context, since streamlines of u′ are monotonically increasing along the
time axis t, while the edges of the ribbon would likely move reverse in time due to twist. In other words,
while in true 3D vector fields streamribbons typically represent an appropriate approximation of swirling
flow behavior, rotation in u′ takes place in the xy-plane only. Hence, streamribbons whose streamline is
not aligned with the t-axis, would be subject to inappropriate representation, i.e., the edges of the ribbons
could point in reverse time, which would be misleading. Therefore, we propose space-time vortex core
ribbons in Section 3.4, a modified concept for visualizing vortical flow in 3D space-time.

3.3 Vortex Core Lines

Vortex core lines represent the axes of vortices in 3D flow, i.e., neighboring particles swirl around these
lines. Since there is no general definition of a vortex, there also exists a multitude of definitions for
vortex core lines. It has to be noted that although a vortex core line has to be tangent to streamlines
in steady flow, it is a common circumstance that vortex core lines do not represent single streamlines.
Instead, it is rather the case that a given streamline represents only a short part of a vortex core line and
that the successive part of the core line is represented by another streamline [19]. In steady flow, vortex
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core lines can be defined locally as those streamlines that exhibit minimum curvature (with the additional
requirement of complex eigenvalues of the Jacobian). Sujudi and Haimes [22] define vortex core lines
to consist of those points where ∇u exhibits a pair of complex eigenvalues and a real eigenvalue λR,
and where u is parallel (or antiparallel) to its real eigenvector εεεR, i.e., (∇u)u = λRu. This requirement
is identical to a = λRu, i.e., acceleration a := (∇u)u being (anti)parallel to velocity, which requires the
streamline passing through the respective point of the core line to be locally straight. Weinkauf et al. [27]
extend this instantaneous approach for 2D and 3D time-dependent flow by applying it to u′ and the 4D
space-time representation of 3D time-dependent flow, respectively. This way, they require vortex core
lines in time-dependent flow to be tangent to pathlines instead of streamlines. Note that in the case of 2D
flow, the vortex core lines in u′ represent a space-time representation of the vortex centers of the 2D flow
over time. Weinkauf et al. [27] compare their results to the standard vortex center extraction approach
for 2D flow fields, i.e., they also extract critical points of type focus and center [17].
The parallel vectors operator [16] is commonly used for the definition and extraction of line-type features:
it identifies points where two vector fields are parallel or antiparallel. In this framework, the angle
between the feature tangent, in our case the tangent to the vortex core line, and the two parallel vectors
serves as a quality measure, that we denote here as angle criterion. The smaller this angle, the more
distinguished the vortex core line is. Nevertheless, in typical cases, one needs to allow quite large, e.g.,
45 degrees, angles to avoid disrupted core lines, with the result that there will be parts with flux through
the vortex core line. Methods that use the parallel vectors operator, such as the core line definition by
Sujudi and Haimes [22], provide accurate results when the core lines are straight, but they are rather
inaccurate in regions where the core lines are curved [18]. A recent work [13] on the extraction of
bifurcation lines according to Perry and Chong [17] employs refinement of the resulting feature line to
avoid this error, but a respective approach for refining vortex core lines is not yet available. Our vortex
core line extraction employs the algorithm described by Peikert and Roth [16], where each quad face of
a grid cell is split in two triangles to detect the intersection points of the core line with the cell faces.
Another widely used vortex core line criterion, that is also amenable to definition by the parallel vectors
operator and denoted as Levy’s approach in this paper, is based on the vortex criterion called normalized
helicity [12]. Normalized helicity h is a scalar field defined as the normalized dot product of velocity and
vorticity, i.e., h := u · (∇×u)/(‖u‖ · ‖∇×u‖). Vortex regions exhibit large |h|, whereas in non-vortical
regions, e.g., in shear flow, |h| is small. As described in the thesis of Roth [18], this directly leads to a
vortex core line criterion defining those points as part of a core line where u ‖ (∇×u) (please note that
we use the term ‘parallel’ as a synonym for ‘antiparallel’ and that we denote it as ‘‖’). Another related
vortex criterion is λ2 [9]. It represents the medium eigenvalue of S+ΩΩΩ, with S := (∇u+(∇u)⊤)/2 being
the symmetric part of the Jacobian and ΩΩΩ := (∇u− (∇u)⊤)/2 its antisymmetric part. Vortex regions are
indicated by negative values of λ2.
A further approach for obtaining vortex core line criteria is the extraction of valley lines or ridge lines
from scalar vortex indicators. We denote the extraction of valley lines from λ2 as Sahner’s criterion [21].
While in their original implementation, Sahner et al. extract the valley lines by means of the feature
flow field [23], we instead use the parallel vectors operator to extract valley lines according to Eberly’s
definition [3] for height ridges.
In this paper, we propose applying Levy’s and Sahner’s vortex core line criteria to u′ to obtain time-
dependent definitions for vortex centers in time-dependent 2D flow fields. We compare the results to
those from the Sujudi-Haimes criterion in space-time [27], and we propose and evaluate the utility of
normalized helicity in the space-time field u′. Overall, it turns out in our experiments (Section 4) that
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while the Sujudi-Haimes approach tends to be more accurate, it strongly suffers from disrupted core
lines in our applications, even for very large angle criteria. In contrast, Levy’s and Sahner’s criteria in u′

provide core lines that are more coherent, however, at the cost that they are less accurate than those from
the Sujudi-Haimes criterion, but still substantially more accurate than vortex center extraction by means
of critical points (which is not Galilean-invariant). Regarding vortex criteria, it turns out that normalized
helicity can be superior to λ2 in some examples, but λ2 can be superior to normalized helicity in others.

3.4 Vortex Core Ribbons

As motivated in Section 3.2, we derive here an approach inspired by streamribbons. Streamribbons are
originally constructed along streamlines and show both the shape of the streamline together with twist.
Since vortex core lines are close to streamlines (assuming small angle criteria, as discussed in Section 3.3)
in 3D flow fields, or in our case to streamlines in u′, we propose constructing ribbons along vortex core
lines to visualize swirling flow. This approach could be applied to any 3D flow field by constructing
streamribbons along core lines. Note that a traditional streamribbon [25] started at a point of a vortex
core line would typically not follow the core line over longer distances because the angle between flow
direction and core line tangent is typically non-vanishing, i.e., it is limited by the typically rather large-
chosen angle criterion. Hence, we construct the streamribbon along the vortex core line, i.e., we follow
the core line instead of a streamline while generating the triangulated strip. Since rotation takes place
in u′ only in the xy-plane (Section 3.2), we introduce a modified ribbon construction scheme here for
space-time visualization of 2D time-dependent vortical flow.
Instead of initializing a random direction vector and propagating it along the streamline (or core line),
as would be done in 3D flow fields, we simultaneously seed two streamlines in u′ at the ‘earlier’ end of
the space-time core line. We simultaneously integrate both streamlines for a small step, i.e., we obtain
the new position of the two particles using the fourth-order Runge-Kutta scheme in u′, and apply an
xy-translation to the two positions such that their center of gravity gets located on the vortex core line.
Subsequently, we adjust the distance between each of the two points and the closest point on the core line
to half of the prescribed ribbon width. Using the resulting two points, we construct a triangulated surface
patch that connects to the previous front of the ribbon. The whole process is illustrated in Fig. 2 for the
construction of one segment of a space-time vortex core ribbon.
There are two main differences between our space-time approach and the original streamribbon con-
struction [25], irrespective if carried out along streamlines, as in the original definition, or along vortex
core lines. First, in the traditional approach, the front of a ribbon is kept perpendicular to the streamline
(or core line), while in our space-time approach, the front is kept aligned in the xy-plane, because all
streamlines advance at the same pace in time (note the 1-component in Equation 2). Hence, the width
of our space-time vortex core ribbon is not constant in space-time. Instead, its section with xy-planes
has constant length. This has the benefit that the tangents of the ribbon cannot point reverse in time.
Second, while the twist of traditional ribbons would express differential rotation at the central streamline
(or vortex core line), the twist of our space-time vortex ribbon expresses the combined twist of the two
streamlines locally positioned at both sides of the ribbon. This is less misleading, in particular for wide
ribbons, because ribbon-based visualization implies that the shape of the ribbon not only shows flow at
its medial axis but along its overall extent.
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Fig. 2 Construction of space-time vortex core ribbons. (a) Two particles pi
1 and pi

2 (red dots) are seeded
at time ti and integrated forward to ti+1. In (b) the same as in (a) is shown with time axis pointing outside
the page. (c) At t = ti+1, the particles are translated so that their center of gravity (blue) lies on the vortex
core line (green) and the distance between them is equal to the ribbon width (points p̃i+1

· ). (d) Between
the points pi

· and p̃i+1
· , a triangle mesh is generated. More triangles per segment can be generated for

better texture sampling (see Fig. 7).

3.5 Space-Time Line Integral Convolution

Line integral convolution [2] can be carried out on 2D or 3D domains. It requires two texture buffers: a
noise texture and the output texture, both usually represented by uniform grids and of equal extent and
resolution. The noise texture is initialized with random values, and, to prevent aliasing in the resulting
visualizations, the noise is appropriately blurred with a low-pass filter. Then, at each sample point p of
the output texture, a forward and a reverse streamline is started with identical user-defined integration
time. These two streamlines are combined to a single streamline and used as a convolution filter, i.e., the
noise is sampled uniformly along the streamline, weighted by a 1D filter kernel that spans the streamline
(usually a box filter or a Gaussian), and integrated. The resulting value is stored in the output texture at
the sample point p. As a result, the noise gets low-pass filtered (‘smeared’) along streamlines and thus
visualizes the dynamics of the vector field.
In our approach, we employ 3D LIC to the space-time vector field u′. Thus, the output texture is a 3D
scalar field containing the smeared LIC noise, which we denote as space-time LIC. We map this space-
time LIC to surfaces to visualize the space-time dynamics of the vector field at these surfaces, similar to
Bachthaler et al. [1]. In cases where a surface region is aligned with u′, i.e., locally a streamsurface of
u′, the resulting pattern on the surface exhibits the shapes of the streamlines used for LIC computation.
In cases where the surface region is perpendicular to u′, the resulting pattern exhibits rather dots.

4 Results

The utility of our space-time visualization concepts is demonstrated using two 2D time-dependent exam-
ples from computational fluid dynamics (CFD): a buoyant flow, and a von Kármán vortex street.

4.1 Buoyant Flow

The first dataset represents a 2D CFD simulation of air flow in a closed container with two obstacles,
which make the flow more unsteady. The bottom wall is heated at 75◦C and the upper wall is cooled to
5◦C. This drives a buoyant convection flow. The side walls exhibit adiabatic boundary condition and all
walls are no-slip boundaries. The data is given on a block-structured grid with an overall resolution of
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(a) (b)

(c) (d)

Fig. 3 Buoyant Flow dataset in space-time representation (x: red, y: green, t: blue), with time increasing
to the left. (a) Isosurface of normalized helicity of u′ at isolevel 0.6 provides rather cluttered visualization.
(b) Same as (a), but isolevel 0.95 nicely reveals individual vortices over time. Regions marked in red are
visualized in Figs. 5(a) and 5(b). (c) Isosurface of λ2 of u′ at isolevel −0.0001 results in clutter, similar
to (a). (d) Same as (c), but, compared to (b), isolevel −70.0 fails at revealing dynamics of the vortices.

101×101 nodes and 401 time steps.
In Fig. 3, we provide visualizations by means of isosurfaces of vortex criteria. Figs. 3(a) and (b) show
isosurfaces of normalized helicity of u′, at isolevels 0.6 and 0.95, respectively. Note that the isosurface
was clipped at the x-max face of the domain to provide view to the inside. In Fig. 3(b), one can see how
two vortices originate at the bottom square obstacle and start to rise (two red parts on the right hand side
of the figure). Normalized helicity provides results superior to λ2 (Figs. 3(c) and (d)) in this dataset.
Next, we investigate different vortex core line definitions using the same dataset (Fig. 4). In this dataset,
critical points, Sujudi-Haimes core lines, and Levy core lines provide comparable results while valley
lines of λ2 somewhat deviate. It is apparent that the Sujudi-Haimes core lines are severely disrupted and
it is difficult to discern the vortical structure. On the other hand, our space-time Levy criterion clearly
reveals the vortex structure in the unsteady flow. Fig. 5 provides a more detailed comparison. In Fig. 5(a),
pathlines seeded at Sujudi-Haimes core lines (yellow) exhibit least swirl, i.e., they follow the yellow core
line tightly, while pathlines started at Levy core lines (blue) exhibit more swirl. Pathlines started at
critical points (red) exhibit even more swirl, while pathlines seeded at λ2 valley cores (green) exhibit the
largest swirl radius and are therefore most inaccurate. Hence, Sujudi-Haimes core lines are most accurate
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(a) (b)

(c) (d)

Fig. 4 Space-time vortex core lines in Buoyant Flow dataset. Time again increases from right to left.
(a) Space-time curves of critical points of type focus and center in u. (b) Sujudi-Haimes vortex core lines
in u′ are severely disrupted. (c) λ2 valley lines in u′. (d) Levy vortex core lines in u′. Please see Fig. 5
for a detailed comparison.

in this dataset, however, with the drawback that they are strongly disrupted. This affects perception and
can hinder derived visualization, e.g., the construction of our vortex core ribbons (Fig. 7(c)). In Fig. 5(b),
one can see that pathlines seeded at the Sujudi-Haimes core line at the upper curved vortex are again
closest to the vortex center. On the other hand, all definitions provide similar results at the vortex at the
bottom of Fig. 5(b), because this vortex is straight and oriented along the t-axis, i.e., the vortex does not
move within the examined time interval. All in all, we obtained best results with the space-time Levy
criterion, as it provides a good tradeoff between accuracy and readability—although it deviates from the
true vortex core more than Sujudi-Haimes criterion, it provides more continuous structure and it is more
accurate than vortex visualization by means of critical points or valley lines of λ2 in u′.
Fig. 6 demonstrates the use of space-time LIC on streamsurfaces of u′, i.e., on material lines in space-time
representation. Due to the LIC, one can easily interpret the dynamics within the material line. The ridges
in a slice of the finite-time Lyapunov exponent (FTLE) field [5], which is computed from trajectories
started at the FTLE slice in space-time and integrated in reverse time until the start of the dataset, exhibit
high correlation with the material line because the material line is attracted by the ridges in the FTLE
field, which represent attracting Lagrangian coherent structures (LCS). In streakline-based vector field
topology [20], streaklines seeded along hyperbolic trajectories extract all attracting and repelling LCS.
Since in our case, we seeded a material line at the purple curve instead, there are some deviations between
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(a) (b)

Fig. 5 Selected vortex regions in Buoyant Flow dataset, vortex core lines by saturated tubes (colors from
Fig. 4), with pathlines by low-saturated thin tubes, seeded at the orange spheres at the respective core
line, and isosurface of normalized helicity for context. (a) Visualization of the region depicted in red at
the right side of Fig. 3(b). (b) Red region at the left side of Fig. 3(b), same visualization as in (a).

the FTLE ridges and the material line. Our space-time material lines give insight into topology-related
flow behavior, without costly computations as would be required to obtain the FTLE field.
Finally, we demonstrate in Fig. 7 the utility of our vortex core ribbons. While narrow ribbons reduce
occlusion and better visualize twist along the core lines, they are too narrow to appropriately visualize
the LIC texture. Increased ribbon width shows LIC texture well. One can identify regions where the LIC
patterns cross the core line or where the patterns are more point-like than line-like. These are locations
along the core line where the flow does not exhibit distinct vortical motion. Hence, with the presented
method, one can investigate the flow around extracted core lines with respect to vortical motion. Finally,
although the Sujudi-Haimes criterion provides more accurate results, the frequent disruption of core lines
leads to disintegrated and inferior vortex core ribbons which are very hard to interpret. This motivates
the use of our proposed space-time Levy core line criterion also for vortex ribbons in this dataset.

4.2 von Kármán Vortex Street

The second dataset comes from a simulation of a fluid flow with a quadrangular obstacle at the upstream
end, resulting in vortex shedding. The dataset has a resolution of 101× 301 nodes and 801 time steps
and, similarly to the first dataset, is represented on a block-structured grid.
The isosurfaces of normalized helicity and λ2 in Figs. 8(a) and (b), respectively, show the space-time
structure of the vortices. The vortices detach from the obstacle and move upwards with the overall flow.
In this dataset, the space-time λ2 isosurface is superior to the one extracted from space-time normalized
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(a) (b)

(c) (d)

Fig. 6 (a) Space-time material line in Buoyant Flow dataset, seeded at purple curve, with space-time LIC
visualizing stretching and folding of material line. Material line stretching is apparent, e.g., from the LIC
at the top left region. The FTLE field located at the respective instant in time exhibits high correlation
with the material line (green intersection curve in (b)). The FTLE field (c), and both the material line and
the FTLE field for comparison (d).
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(a) (b) (c)

Fig. 7 Space-time vortex core ribbons textured with space-time LIC in Buoyant Flow dataset, with focus
on region from Fig. 5(a). (a) Narrow vortex core ribbons along Levy core lines in u′ nicely visualize
twist along core line, i.e., the rotational behavior of the vortices. However, the bands are too narrow to
visualize the LIC texture well. (b) Same as (a), but with wider ribbons to better show space-time LIC
texture. (c) Same as (a), but applied to Sujudi-Haimes core lines suffers from their disrupted geometry,
resulting in visual clutter.

(a) (b)

Fig. 8 von Kármán Vortex Street dataset in space-time representation (time increasing to the left). (a) Iso-
surface of normalized space-time helicity at isolevel 0.98, and (b) isosurface of space-time λ2 at isolevel
-1000. Both criteria reveal upward motion of vortices, however, (a) suffers more from numerical issues.

helicity, since the vortical structure is more pronounced and not cluttered by noise. The λ2 isosurface
boundary at the last time step (left side) additionally reveals that the vortex regions grow over time, since
the ‘tubes’ representing older vortices are larger, as can be seen at the top of the space-time boundary.
In Figs. 9(a) and (b), vortex core lines are shown with the same color scheme as in the Buoyant Flow
dataset. There are no critical points representing vortical flow due to the fast motion of the vortices.
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(a) (b)

Fig. 9 Space-time vortex core lines with seeded pathlines in von Kármán Vortex Street dataset.
(a),(b) space-time λ2 valley lines are closer to Sujudi-Haimes core lines, while core lines according
to Levy deviate. Pathlines swirl around Sujudi-Haimes core lines, indicating their superior quality.

Fig. 9(a) shows an overview of the dataset. Here, the upward motion of the vortices is well captured by
the vortex core lines. It is apparent that the vortices are well developed only after roughly half of the
time domain. The pathlines seeded close to the obstacle are more chaotic and tend to ‘jump’ between
core lines. The ones seeded in the upper part are more stable, and are attracted toward the Sujudi-Haimes
vortex core lines, as visible in Fig. 9(b). On the other hand, the Levy’s vortex core lines nicely show the
detachment of the vortices from the obstacle, and result in more continuous curves that are better readable
than the disrupted cores based on the Sujudi-Haimes criterion. The Levy’s cores are, however, moving
toward the center, between the Sujudi-Haimes cores. The valley lines of space-time λ2, in contrast, are
close to the Sujudi-Haimes cores and represent a preferable choice in this dataset.

5 Conclusion

We presented different visualization techniques for 2D time-dependent vector fields. Transforming the
original field into 3D space-time representation allows us to employ techniques that are based on 3D
streamlines. Since streamlines in this field represent pathlines in the original 2D field, the resulting vi-
sualizations are Galilean invariant and explicitly take into account the time-dependence of the original
vector field. In our experiments, we observed difficulties with the Sujudi-Haimes vortex core line crite-
rion, which has already been applied in space-time before [27]. As an alternative, we employed vortex
core line extraction according to Levy et al. and Sahner et al. to the space-time representation, which
provided less accurate but more consistent results leading to a preferable tradeoff. For the visualization
of vortical flow in general, and in particular vortices in the 3D space-time field, we introduced vortex core
ribbons. They readily visualize the twist in vortices and by mapping space-time LIC on their manifolds,
they provide a notion of vortex core line quality. Beyond this, we employed space-time normalized he-
licity for visualizing the extent of vortices and also used space-time LIC on space-time streamsurfaces to
visualize both extrinsic and intrinsic dynamics of material lines. As future work, we plan to investigate
more visualization techniques based on 4D space-time representation of 3D time-dependent vector fields.
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