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Fig. 1. Volume renderings of a supernova simulation with different optical models. (a) Standard emission—absorption model (64 fps).
(b) Volumetric ambient occlusion (27 fps). (c) Our ambient scattering model with a light source in the center of the supernova (20 fps).

Abstract—We present ambient scattering as a preintegration method for scattering on mesoscopic scales in direct volume render-
ing. Far-range scattering effects usually provide negligible contributions to a given location due to the exponential attenuation with
increasing distance. This motivates our approach to preintegrating multiple scattering within a finite spherical region around any given
sample point. To this end, we solve the full light transport with a Monte-Carlo simulation within a set of spherical regions, where
each region may have different material parameters regarding anisotropy and extinction. This precomputation is independent of the
data set and the transfer function, and results in a small preintegration table. During rendering, the look-up table is accessed for
each ray sample point with respect to the viewing direction, phase function, and material properties in the spherical neighborhood
of the sample. Our rendering technique is efficient and versatile because it readily fits in existing ray marching algorithms and can
be combined with local illumination and volumetric ambient occlusion. It provides interactive volumetric scattering and soft shadows,
with interactive control of the transfer function, anisotropy parameter of the phase function, lighting conditions, and viewpoint. A GPU
implementation demonstrates the benefits of ambient scattering for the visualization of different types of data sets, with respect to
spatial perception, high-quality illumination, translucency, and rendering speed.

Index Terms—Direct volume rendering, volume illumination, ambient scattering, preintegrated light transport, gradient-free shading
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1 INTRODUCTION

Direct volume rendering (DVR) often relies on the optical model of — metric ambient occlusion that samples the spherical neighborhood of

emission and absorption [32]. However, spatial perception of shape
can be difficult, since variation of luminance and shadows are miss-
ing, which provide important visual cues for spatial depth under nat-
ural lighting. The recent study by Lindemann and Ropinski [28] re-
vealed that shadow-based volume rendering techniques are superior
compared to local illumination to determine the relative size of volu-
metric features. A common alternative to directional shadows is volu-
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each point to find occluders that attenuate ambient light creating local
soft shadows. In this way, concavities appear darker than unoccluded
regions. However, the study by Langer and Biilthoff [27] showed
that human perception is not solely based on the “dark-means-deep
model”. In particular, complex interreflections influence the percep-
tion of shape under different lighting conditions. Our goal is to de-
velop an illumination model that accounts for these aspects. We show
how directional soft shadows can be combined with indirect lighting
from multiple scattering. Similar to ambient occlusion, we focus on a
finite spherical region around each point to compute ambient scatter-
ing based on physical light transport.

Many shading models [35] rely on normal vectors, which are usu-
ally derived from the gradients. However, in homogeneous subvol-
umes or in areas with low signal-to-noise ratio, the direction of the gra-
dient is not numerically stable and shading is susceptible to artifacts.
A common alternative is a single-scattering illumination model [32]
based on shadow rays and a phase function. The drawback of that ap-
proach is that only a small fraction of light interacts with the medium,
which can lead to strong darkening and hard shadows. The latter is-
sues can be avoided with ambient occlusion techniques that integrate
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extinction over a small spherical neighborhood [9, 16, 39, 41, 46] or a
directional cone [44] around each point to compute a local occlusion
factor for shading of ambient light.

More complex interreflections of light lead to a more natural illu-
mination, but the computation of multiple scattering requires the in-
tegration of high-dimensional light transport in the vicinity of each
point. Stochastic Monte-Carlo integration is well-suited to solve ra-
diative transfer in participating media [4]. However, to obtain noise-
free results, high sampling rates are required, which is computationally
too expensive for interactive volume visualization. Nonetheless, high
sampling rates are also a well-known issue in the context of the classic
emission—absorption model, especially, if the transfer function con-
tains high frequencies like sharp peaks to visualize isosurfaces. An
established technique to accelerate rendering is the preintegration of
the transfer function [10, 40] by means of a look-up table.

Adapting preintegration to volumetric scattering is, however, not
straightforward because scattering requires the solution of global illu-
mination. For inhomogeneous data sets, the dimension of any preinte-
gration technique exceeds practical limits in terms of computation and
storage. Therefore, it is vital to simplify light transport by taking the
specific demands of interactive volume visualization into account. In
contrast to photorealistic rendering, we do not solve illumination on a
global scale, but we motivate an optical model on a mesoscopic scale
that approximates illumination in the ambient volume of each point.

Our contribution is an optical model for ambient scattering by
preintegrating light transport in spherical subvolumes by means of a
Monte-Carlo simulation. An important property of our approach is
that the rather expensive precomputation neither depends on a spe-
cific data set nor on the transfer function. Furthermore, the results
can be stored efficiently in small look-up tables, which are well-suited
for GPU rendering. We present a simple ray casting algorithm that
employs our preintegration table and that is combinable with many
other established volume rendering techniques, such as gradient-based
shading and ambient occlusion. The benefit of our approach is an in-
teractive visualization of volumetric structures that employs physically
based multiple scattering. As a unique feature, we can control the full
range of anisotropic scattering by means of the phase function. In
this way, forward and backward scattering effects can be simulated in
the ambient region of each sample. As a consequence, we can render
subsurface scattering and translucency effects simultaneously. Scat-
tering and soft shadows can be controlled with only two parameters:
anisotropy and ambient radius. Our approach is well-suited for inter-
active volume exploration, even of time-dependent data.

2 RELATED WORK

Light transport in participating media is described by the radiative
transfer equation (RTE) [5]. Max [32] presented an overview of de-
rived optical models commonly used in DVR and he also empha-
sized the importance of illumination effects. Our approach relies on
the preintegration of light transport in a spherical volume. In this
spirit, we extend preintegration of emission and absorption [10, 40]
with additional scattering. More recently, specialized variants of
preintegration have been introduced by Knoll et al. [24] and by
Ament et al. [1] for rendering isosurfaces and interval volumes, re-
spectively. Lum et al. [30] presented an approximation to preinte-
grated lighting by linearly interpolating between two preintegration
tables. Guetat et al. [11] further developed this approach with non-
linear gradient interpolation. However, to the best of our knowledge,
preintegration has not been applied to ambient scattering, before.

The classification of isosurfaces via shading parameters by means
of a lighting transfer function was introduced by Lum and Ma [29].
An alternative to surface-based illumination models are gradient-free
shading techniques like volumetric halos [3, 8]. In a similar way,
we employ a spherical volume in the ambient region of each sam-
ple, but we compute full light transport with anisotropic scattering.
Jonsson et al. [20] presented a comprehensive survey of advanced illu-
mination techniques including scattering and shadows. In early work,
Behrens and Ratering [2] rendered soft directional shadows by super-
imposing a shadow volume with the original scalar field. Zhang and

Crawfis [49] incorporated shadows into sheet-based splatting tech-
niques; however, the approach is not ideally suitable for GPU pro-
cessing. Data structures suitable for GPUs were presented by Had-
wiger et al. [12], who adapted deep shadow maps to DVR. Kronan-
der et al. [26] employed a truncated spherical harmonics expansion to
approximate the directional visibility of each voxel of a multiresolu-
tion grid; however, the storage overhead can be significant.

Stewart [46] shaded isosurfaces by assuming diffuse ambient light
that is occluded only in the vicinity of each surface point to im-
prove perceptual cues. Ambient occlusion can be also employed
for illustrative and saliency-guided volume rendering, as shown by
Ruiz et al. [41]. Hernell et al. [15, 16] employ ray casting to com-
pute an ambient attenuation factor in the spherical neighborhood of
each voxel on a multi-resolution grid. Schott et al. [44] presented di-
rectional occlusion shading that does not require any precomputation
but is restricted to a single head light. Ropinski et al. [39] precom-
puted clustered histograms of the surrounding scalar values of each
voxel to obtain a vicinity representation that is independent of the
transfer function. However, the generation and the clustering of the
histograms depend on the data set and computation can take up to sev-
eral hours. Schlegel et al. [43] exploited the fact that the computation
of soft shadows and ambient occlusion does not depend strongly on the
spatial distribution of the surrounding occluders, which allows the use
of summed area tables (SAT) for fast summation. In contrast, we uti-
lize SATs to determine the average extinction coefficient in a spherical
neighborhood that we use to look-up preintegrated light transport.

One of the first approaches to interactive scattering in DVR was in-
troduced by Kniss et al. [22, 23]. In their approach, forward-directed
scattering is estimated inside a cone toward the light source by re-
peated blurring operations. This approach was extended to GPU-based
ray casting by Ropinski et al. [38] by utilizing an illumination vol-
ume. Sundén et al. [47] employed plane sweeping in image space to
render similar lighting effects with lower memory demands. How-
ever, common to these techniques is that the phase function is re-
stricted to forward scattering. For the physically based rendering of
reflection nebulae, Magnor et al. [31] presented a multi-resolution ap-
proach that combines scattering on multiple scales in image space.
However, their approach is restricted to smoothly varying data and
is not suitable for rendering of isosurfaces. Moon et al. [33] em-
ployed precomputed statistics of scattering to accelerate path tracing,
but the method is limited to homogeneous media. The dipole method
by Jensen et al. [18] is suitable to efficiently render subsurface scat-
tering effects in a slab by exploiting a diffusion approximation [45];
however, the approach is not directly applicable for volume render-
ing. More recently, Zhang and Ma [50] presented a volume rendering
technique that approximates global illumination with a convection—
diffusion model by assuming an optically thick medium. The method
achieves interactive performance, but it is not capable of rendering
anisotropic scattering in optically thin media.

Since full global illumination of participating media is beyond the
scope of this paper, we refer to the survey of Cerezo et al. [4]. We
employ a Monte-Carlo simulation, based on path tracing [21, 42], for
the preintegration of light transport. Csébfalvi and Szirmay-Kalos [7]
employed Monte-Carlo integration for volume rendering, but the opti-
cal model did not involve scattering. Wyman et al. [48] precomputed
global illumination for isosurface rendering using spherical harmon-
ics; however, the method cannot incorporate volumetric light interac-
tion. Salama [36] presented a Monte-Carlo algorithm that approxi-
mates volumetric light transport by restricting scattering events to a
limited set of isosurfaces. Similarly, Kroes et al. [25] presented a hy-
brid Monte-Carlo algorithm that samples the bidirectional reflectance
distribution function at surface-like structures and the phase func-
tion in volumetric regions. However, only single scattering is solved
and interactivity heavily relies on progressive refinement. Recently,
Jonsson et al. [19] have introduced an extension of the photon map-
ping algorithm [17]. By tracking the history of photon trajectories, a
full recomputation of light transport can be avoided when the trans-
fer function is changed, but is still necessary when the light source is
moved or when time-dependent data is visualized.



3 VOLUMETRIC ILLUMINATION

Let us begin by discussing the principles of volumetric illumination.
We first review the basics of global light transfer in Section 3.1, before
we motivate and introduce our novel illumination model of ambient
light transfer in Section 3.2.

3.1 Gilobal Light Transfer

In a participating medium with extinction coefficient oy (x), light trans-
fer is described by the RTE [5]:
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where T (x1,x;) is the transmittance between two points x; and x;:
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In Eqn. (1), the radiance L(x, @) at position x in direction ® is the sum
of the attenuated background radiance Ly, (xp, ®) from background po-
sition x;, and the source radiance of the medium L,,(x, @) integrated
along the view ray:

Lm(wi) = (1 7A)Le(x7w) +AL,'(X,CO), 3)

where A = 05/ 0; is the scattering albedo and o denotes the scatter-
ing coefficient. Furthermore, the extinction coefficient can be written
as 0; = O + 0,4, Where o, is the absorption coefficient. In Eqn. (3),
emissive radiance is denoted with L.(x, ®) and in-scattered radiance
Li(x, w) is given by:

Li(x, ) = ﬁ/ﬂ P(0',0)L(x,0")d’, 4)

where Q denotes the sphere of all directions. The phase function
P(0',®) /47 is the probability density that radiance is scattered from
incident direction @’ to direction @.

3.2 Ambient Light Transfer

The computationally most expensive part of global illumination is the
in-scattering term of Eqn. (4), since an integration over the entire
sphere of directions is required and the solution L(x, @) appears on the
right-hand side again. In the emission—absorption model, in-scattering
is neglected and light transfer reduces to the classic volume rendering
equation, which can be solved efficiently with GPU-based ray casting,
for example. Therefore, we seek to find an optical model that is based
on a one-dimensional integral, but that approximates in-scattering at
each point of an eye ray. The same principle was exploited in ambient
occlusion before, but only to approximate local shadows.

The motivation of our approach is based on two important observa-
tions. First, in a participating medium, according to Eqn. (2), radiance
is attenuated exponentially with growing distance due to absorption
and out-scattering. Therefore, long-range scattering effects contribute
only little energy to a sample, especially in optically thick media or
in the presence of almost opaque isosurfaces. However, in the vicin-
ity of a voxel, scattered light from all incident directions accumulates
and contributes to anisotropic volumetric shading. For this reason, we
compute multiple scattering only in the ambient region of each sample
point, similar to the computation of shadows in ambient occlusion.

The second observation is that the computation and sampling tech-
niques of ambient occlusion cannot be employed for ambient scatter-
ing, since the computation of light transport has infinite dimension
and depends on the anisotropy of the phase function. In general, high-
dimensional integrals can be solved well with Monte-Carlo integra-
tion; however, the error in the estimator decreases only at a rate of
0(n'/?), where n is the number of samples taken [34]. For interactive
visualization, it follows that even for a finite ambient region around
each point, it remains too expensive to compute light transport in each
frame. As a consequence, we opt for a Monte-Carlo preintegration by
means of volumetric path tracing.

Fig. 2. (a) In-scattered radiance L; on a global scale. (b) In-scattered
ambient radiance L; on a mesoscopic scale. Scattering effects are re-
stricted to a spherical region S, of radius r with ambient extinction coef-
ficient 6, and boundary condition Z, on the surface. Moreover, the ra-
dially outgoing radiance L, integrates the in-scattered radiance L; along
the line of sight inside the sphere.

3.2.1

In general, the dimension of the parameter space of precomputed light
transfer in a spherical volume is far too high. The spatially varying
distribution oy (x) prevents a straightforward approach, since, even for
8-bit data sets, the number of possible combinations is 256", when
m is the number of voxels inside the sphere S, of radius r as shown
in Figure 2. However, previous work on ambient occlusion [39, 43]
showed that the spatial distribution of the extinction coefficient inside
the sphere does not heavily influence the result. We exploit and adapt
this observation to ambient scattering by substituting:

Ambient Scattering
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where x’ € S, (x) is a point inside the sphere of volume V with center x
and 6; is the average extinction coefficient inside S, (x). We denote &;
as ambient extinction coefficient. Since S,(x) encloses different re-
gions of the volume at each point, 6;(x) also depends on the location x.
With this simplification, only a single dimension is required in terms
of the extinction coefficient. Furthermore, we can preintegrate light
transfer for a large range of values, which makes our approach inde-
pendent from a specific data set or a specific transfer function. We can
now approximate in-scattering of Eqn. (4) with the following term:
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where L(x, @) is the radiance contribution due to ambient scattering
inside the sphere S, (x). The outgoing radiance L,(x,,®,) that leaves
the sphere at location x,, in radial direction @, is then described by:
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where x, denotes the exit point of the eye ray and Ly (x,, @,) is the cor-
responding boundary condition on the sphere surface that we describe
later in more detail. The source radiance of the ambient medium be-
comes:

Lo(x0, 0,) = T()cq,x(,)is(xq7 W) +

.Xq

Ln(x,0) = (1=A)L.(x,0) + AL;i(x,®), (8)

where A = &; /6; is the ambient albedo. Similar to Eqn. (2), the ambi-
ent transmittance is given by:

T(xhxz) :e_f»? 6!(/*/)(1)57 o

for two points x| and x, inside of S,. With Eqns. (6)-(9), we have
a formal model to approximate multiple scattering in the vicinity of
each sample point.
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Fig. 3. Mesoscopic light transport with ambient scattering for soft shad-
ows and translucency effects. Emitted radiance from the light source
is propagated iteratively inside a tube of radius r in direction @, toward
point x. The radially outgoing radiance L, (x;, @;) at step i serves as input
for the computation of L, (x;; 1, @) at step i+ 1.

3.2.2 Soft Shadows with Tube Marching

With the previous model of ambient scattering, we can further extend
our approach with soft shadows and translucency effects, like shown
in Figure 3. In the following, we assume that L, can be computed ef-
ficiently for any point and any direction in the volume, which will be
shown later on. By assuming a piece-wise constant ;, we can trace a
ray with large step size 2r from the light sources x; to any point x in the
volume to accumulate the effects of shadowing and ambient scattering
inside a tube of radius r. In this way, we can achieve light transport
on a mesoscopic scale. The incident radiance L(x, ;) at point x in di-
rection @y is obtained by a feedback algorithm that iteratively employs
the result of step i as the input for step i + 1. In particular, the radi-
ance L, (x;, @;) serves as boundary condition to compute L, (x;1 1, @),
which we explain later in more detail. With this model, soft shadows
and translucency can be controlled by the anisotropy parameter of the
phase function and by the radius.

4 THE ALGORITHM

Our overall algorithm consists of two major parts. First, full light
transport is preintegrated for a range of parameter values. In Sec-
tion 4.1, we provide details of the parameter space and show how to
solve light transport by means of path tracing. This part of the algo-
rithm is computationally expensive, but since the computation is in-
dependent of the data set, transfer function, lighting conditions, and
viewpoint, it has to be performed only once. Apart from this step, no
preprocessing is required for the rest of the algorithm.

The second major part is interactive volume rendering. In Sec-
tion 4.2, we describe a technique that employs our preintegrated light
transport to simulate anisotropic scattering and soft shadows. All our
rendering steps are suited for interactive manipulation of the view-
point, transfer function, phase function, and lighting conditions.

4.1 Preintegrated Light Transport

Based on our model of ambient light transfer in Section 3.2, we prein-
tegrate light transport inside a homogeneous spherical volume S,. In
particular, we are interested in the radial radiance distribution L, that
leaves the surface of the sphere given that the incoming radiance dis-
tribution can be provided as a boundary condition. Since we focus on
highly scattering materials, we assume a constant high value of the
albedo throughout the paper. Therefore, the absorption and scattering
coefficients only depend on the extinction coefficient.

4.1.1

The remaining degrees of freedom for the preintegration are the ra-
dius », ambient extinction coefficient &;, phase function P, boundary
condition L, and an explicit dependency of the viewing angle.
However, we can reduce the parameter space by observing that the
scale of r and the ambient extinction coefficient G; are not indepen-
dent. According to Eqn. (9), the transmittance throughout a homo-
geneous sphere of radius r is described by e~ "%, Similarly, we get

The Parameter Space

Lye~do

Fig. 4. Spherical geometry for preintegration of light transport. The dark
shaded plane denotes a light front of approximately constant radiance
Ly from a far distant light source. The boundary condition L,(x,, ) on
the sphere surface is derived from L. Due to symmetry around the local
z-axis, L, depends only on 6 and the medium inside the sphere.

e k6 for a sphere of radius kr, which is equal to the transmittance
for a sphere of radius r but with an extinction different by a factor k.
Therefore, we can restrict our preintegration geometry to the unit ra-
dius and vary only 6; € [0, i,] for a sufficiently large range of values.

The second reduction concerns the phase function. In volume
rendering, phase functions are usually symmetric around the inci-
dent direction [4, 19]; hence, they can be parameterized by the an-
gle a = arccos(®' - @) between the incoming direction @’ and the
outgoing direction ®. We follow common practice and employ the
Henyey-Greenstein (HG) phase function [14] for the remainder of this
paper although any other symmetric function could be used as well.
With the HG phase function, the predominant scattering direction is
controlled by the anisotropy parameter g € [—1, 1] that models a con-
tinuous range from backward to forward scattering:

1—g2
(1+g272gcosa)3/2.

Puc(@,8) = (10)

The boundary condition L uniquely determines how each spherical
volume is illuminated from outside. Figure 4 illustrates how we setup
the boundary condition. We create a local coordinate system in the
center of a unit sphere so that the local z-axis is aligned with the
incident direction of light. With a light source at a far distant loca-
tion (0,0, —o0), we can assume that light reaches the sphere in paral-
lel at (x,y,—r). Furthermore, we assume that the incoming radiance
at the light front varies smoothly due to previous scattering events.
Therefore, we model the incoming light front with a constant radiance
value Zf (x,@;) = 1 for each point x7 on the light front in direction
o, = (0,0,1). In this way, we can later modulate the intensity of in-
coming light with any other value by means of a simple multiplication.
The boundary condition Z(x;, ®) for any point x; on the sphere in any
direction @ can then be computed as:

. s g 1

Ly(xs,0) = Lye ’EPHG(arccos(ara)z),g)7 (11)
where d is the distance that light travels through the sphere. A sym-
metric phase function further allows one to reduce the storage costs,
since the radial radiance distribution on the surface of the sphere is
symmetric around the local z-axis. Therefore, the view dependency
reduces to the polar angle 6. It follows that storage costs can be re-
duced from a 3D spherical distribution to a 2D semicircle distribution
that varies with 6 € [0, «r].

With the previously discussed assumptions, the parameter space of
our preintegration consists of three independent dimensions: angular
dependency 6 € [0, 7], ambient extinction &; € [0,%;], and anisotropy
parameter g € [—1,1]. The main advantages of this parameter space
are its rather low dimension and its independence from a specific data
set or transfer function. An appropriate upper limit for £, can be esti-
mated easily from the spatial dimensions of typical data sets together
with the desired maximum opacity value.



4.1.2 Volumetric Path Tracing

We employ unidirectional path tracing for participating media [42] to
solve light transport and to compute the outgoing radial radiance L,.
We discretize the range of our 3D parameter space to obtain a finite set
of values for which we preintegrate a solution. The angular discretiza-
tion provides the starting points on the sphere surface for path tracing.
Due to the previously discussed symmetry, all starting points lie in the
xz-plane. Since we require only radial contributions of outgoing radi-
ance, the initial direction of each path points toward the origin. In this
way, Monte-Carlo integration is performed by looping over all discrete
3-tuples and by tracing n path samples for each tuple.

Each path sample requires a random walk through the unit sphere.
For sampling the free path distance d, we employ importance sam-
pling [34] of the transmittance term (9) with homogeneous ambient
extinction 6;. Given a uniformly distributed random number & €]0, 1],
the free path distance can be sampled with d = —In&/6;. At each
interaction event, Russian roulette is used to determine if the path is
terminated due to absorption. We follow common practice and em-
ploy the albedo to terminate the path if & > A. In case of a scattering
event, the new direction of a path is determined by importance sam-
pling the phase function. For details on importance sampling of the
HG phase function, we refer the reader to the textbook of Pharr and
Humphreys [34]. After the new direction is determined, the entire pro-
cess is repeated by sampling again the free path distance. In this way,
each path is traced until it is either terminated or intersects the surface
of the sphere. In the latter case, the boundary condition is evaluated
and radiance is transported according to the path throughput. After
path tracing is finished for all discrete 3-tuples, L, (8, 6;,g) is stored
permanently in a 3D table. Figure 5 illustrates three slices of our table
with an albedo of A =0.9.

4.2 Interactive Volume Rendering

In this section, we describe our volume rendering algorithm. In the
following, we assume that volume data is stored in the form of a dis-
crete Cartesian lattice that samples a scalar field s : R®> — R and the
transfer function maps these data values to material properties such as
extinction coefficient and color. We assume a constant high value of
the albedo, since otherwise, light transport would be dominated by ab-
sorption. Our rendering approach consists of three major steps: First,
for each voxel, a spherical neighborhood is scanned to determine the
ambient extinction coefficient. Second, for soft shadows and translu-
cency, light is distributed from the light sources within tubes of radius r
by taking advantage of our preintegration tables. Third, for the final
image, ray casting is employed to gather view-dependent radiance due
to anisotropic scattering.

4.2.1

For reading the elements of our preintegration table, we require the
ambient extinction coefficient &; at each point of the volume. Ac-
cording to our model of light transfer in Section 3.2, we compute the
ambient extinction by averaging o; over the local sphere S, (x) of ra-
dius r at each point x. In a discrete setting, S,(x) contains m voxels
and Eqn. (5) becomes:

Ambient Extinction Volume

. 1 &
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where V; is the volume of the discretized sphere and AV is the volume
of one cell. Since o; depends on the transfer function, this compu-
tation is critical for efficient updates to facilitate interactive data ex-
ploration. Therefore, it is vital to accelerate this process as much as
possible. Since the summation in Eqn. (12) is independent from a spe-
cific traversal order, we can employ summed area tables (SAT) [6],
which can be implemented efficiently on the GPU [13]. However, the
evaluation of volumetric SATs is restricted to cuboid-shaped regions.
Therefore, we approximate the sphere Sy(x) with a cube Cy(x) of vol-
ume V; and we get:

6.(x) ~ VLSAT(C,(x)). (13)
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Fig. 5. Three slices of the preintegration table with an albedo of A =0.9.
Radiance L is plotted logarithmically over the polar angle 8 and the
ambient extinction coefficient ;. From left to right, anisotropy of the HG
phase function varies from backward scattering g = —0.8 over isotropic

scattering g = 0 to forward scattering g =0.8.

In contrast to previous work on DVR with summed area tables [9, 43],
we do not derive an ambient occlusion factor from this computation,
but we employ the SAT to obtain an ambient extinction value for the
look-up in our preintegration table for ambient scattering. The main
advantages of using SATs are the fast computation and the constant-
time evaluation of cubical regions of any size. In this way, the ambient
scattering radius r can be changed easily and recomputation time only
depends on the data set size. Since the ambient extinction volume re-
mains constant for camera or light source movement, it can be cached
in a Cartesian grid, similar to an ambient occlusion volume.

4.2.2 Distribution of Light

In the next step, radiance is distributed from all light sources to
implement our model of mesoscopic light transport by means of
shadow-and-scatter tubes, like illustrated in Figure 3. In this spirit,
our approach is similar to previous techniques that employed light
cones [23, 38, 43, 44] to approximate advanced illumination. How-
ever, we employ our preintegration tables to render soft shadows
and translucency by means of multiple scattering according to the
anisotropy of the phase function.

In the preintegration step, we assumed Zf =1 to compute the
boundary condition in Eqn. (11). Since every table element L, is pro-
portional to Z,f, we can modulate the preintegrated results by an arbi-
trary factor to obtain the result for any value of Zf and any radius r:

Z0(976~2‘7g7[:f7r):Zf'zo(earéhg)' (14)
We exploit Eqn. (14) to implement a feedback loop for a tube marching
algorithm. Starting with radiance L; from the light source, we define
the following iteration procedure:

Ly(xo, @) := L
Ly(xi,an) :=Ly(xi—1,0) - Lo(0,75;(xi—1),8).

15)
16)

fori=1,...,k+ 1 with 6 = 0. To avoid banding artifacts for large
steps, we compute radiance values at positions x; and x|, where the
point x of computation lies in between. The distributed radiance is
then obtained by linear interpolation:

Lg(x, o) = (1 —n)Lg(x, @) + ML (k1. 01), (17)
where 1 = ||x — x|l / |[Xx+1 — ¢ |- In addition to realistic illumination
effects, the usage of preintegrated light transport allows us to take large
steps of Ax = ||x; —x;—1]|| = 2r for tube marching compared to tradi-
tional shadow ray marching in a single scattering model. An efficient
implementation of the distribution of light is crucial for interactive data
exploration, since recomputation is necessary as soon as the transfer
function, phase function, or lighting conditions change. Similar to the
ambient extinction volume, L; can be stored optionally in a radiance
cache.



4.2.3 Ambient Ray Casting

The last step of our rendering algorithm is ray casting from the camera.
The previously distributed radiance is gathered to achieve anisotropic
shading by evaluating the preintegration table with the view-dependent
angle 6. We solve for the radiance at the camera location x. by approx-
imating Eqn. (1) with:

L(xL'7 (JJ) ~ T(xbvxc)Lb(xba CO) +‘Ie(xbaxc7 (D) +j;(Xb,)CC, (D) (18)
We substitute 6, = 0;(1 — A) and 65 = 0;A and we define:
X
Jo(xp, Xc, @) ::/ T (¥ ,x.) 04 (X ) Le (X, @) d (19)
- Xe -
F00) = [ T, x)0 LK 0.0 Y. (0)
Xp

In Eqn. (19), J, describes the integrated emission—absorption term,
which can be solved with standard DVR. In Eqn. (20), J; is the ap-
proximated term due to ambient in-scattering. Note that the trans-
mittance is computed from the outgoing position x, = x’ + r® to the
camera x, to avoid multiple attenuation inside the sphere (see also Fig-
ure 2(b)). The term L(x', @, r) describes the sum of all distributed and
in-scattered radiance from all / light sources:

9,,r6,( ) g), 21

!
LY, o,r) Z

where x; is the intersection point of the j-th shadow ray and the
sphere S,(x’). The previously distributed radiance I:d, j serves again
as boundary condition for the modulated look-up of L, (6;,r6;(x'),g)
in the preintegration table. The corresponding angle is obtained by
0; = arccos(® - @;), where ®; is the incident direction of the j-th
shadow ray. By discretizing the integrals in Eqns. (19) and (20) with
finite Riemann sums, ray marching can be employed for rendering.

5 IMPLEMENTATION

Our implementation consists of two independent parts. We imple-
mented preintegration of ambient light transfer with path tracing on
the CPU using standard C++. We employ a uniform spacing for the
discretization of the parameter space to compute the radiance distribu-
tion L, for a finite set of values. The results are stored permanently on
disk for independent usage at rendering.

For comparison, we also implemented standard DVR using an
emission—absorption model. In addition, since our model focuses on
light transport in an ambient region, we also implemented SAT-based
ambient occlusion [43] to compare the optical properties. Further-
more, we implemented a single scattering model with shadow rays
to demonstrate the visual impact of multiple scattering. Although
our model does not depend on normal vectors, we demonstrate that
our approach is combinable with gradient-based shading by optionally
adding specular highlights. In addition, dark regions can be illumi-
nated optionally with SAT-based ambient occlusion.

‘We implemented all rendering algorithms on the GPU using CUDA.
We employ 3D textures for storing the data set, the preintegration
table, and for caching the ambient extinction volume &; as well as
the distributed radiance L. For the single scattering model, we also
cache the transmittance 7" in a 3D texture. When the transfer func-
tion changes, all caches are recomputed. For our ambient extinction
volume and ambient occlusion, we implemented the double-buffering
algorithm of Hensley et al. [13] to compute the SAT on the GPU. The
final image of all optical models is rendered with ray casting and early
ray termination. The pseudocode of ambient scattering that solves
Eqn. (20) is illustrated in Algorithm 1.

6 RESULTS

We discuss the visual quality and the performance of our approach
compared to several common techniques in DVR with six different

Algorithm 1 Computation of L(x., @) (without emission).

Require: camera position x., view direction ®, = —®, ambient radius r, step size Ar,
albedo A, anisotropy g, background radiance L;,

1: Z,T:O;T: 1;

2: if intersectVolume(x,, @y, tear, tfar) then

3 1 = Inear;

4 while t <ty do

5: X = getRayPommn(x[ ,,1);

6: Xo =X —r-w,;

7 (Crgp,01) = sampleTransferFuncnon(x );

8 Oy = Crgp " O - A

9: 6, = sampleAmbientExtinction Volume(x');
10: L=0;

11: for all activeLightSources /; do

12: ; = normalize(x’— getLightPosition(/;));
13: x,»:.ﬂfr-a)j;

14: 0; = arccos(dot(—,, ®));

15: L,= samplePreintegrationTable(6;,r - 6, g);
16: Ly = sampleRadlanceCache(xj 1;);

17: L=L+Ly; Ly

18: end for

19: Ji=Ji+T o, L-At;
20: (Crgv, 07) = sampleTransferFunction(x,);
21: T=T+0;-At
22: T =exp(—7);
23: t=t+Ar

24: end while .
25: return 7 -L,+J;;
26: end if

data sets from astronomy', medicine3, and computational fluid dy-
namics (CFD). All results were obtained with an Intel Core i7 2.8 GHz
CPU, 8 GB RAM, and an NVIDIA GTX-560 GPU.

The memory footprint of our method is comparable with previous
volume illumination techniques. Similar to Schlegel et al. [43], we
require a SAT, but only as a temporary data structure to efficiently
compute the ambient extinction volume, which is then stored in a 3D
texture with the same resolution as the data set. Optionally, we em-
ploy an additional 3D texture for the radiance cache [38] to accelerate
rendering; however, since multiple scattering casts soft shadows, we
employ areduced cache of only half the resolution of the data set for all
results in this paper without any noticeable difference. For larger data
sets, a radiance cache becomes infeasible and illumination needs to be
recomputed in each frame. Specific to our method is the storage of the
preintegration table. We employ the same table for all data sets with
an albedo of A = 0.9 and a resolution of 256 x 256 x 19, which uni-
formly samples the ranges 6 € [0, 7], &; € [0,20], and g € [—0.9,0.9];
hence, with 32-bit floating point data, the table requires only 4.75 MB
of memory, independent of the data set size.

Figure 1 shows volume renderings of a supernova simulation. In
Figure 1(a), the standard emission—absorption model is employed,
which achieves the highest performance but cannot visualize the fine
filaments of the outer layer. With volumetric ambient occlusion, in
Figure 1(b), more details emerge due to local shadows and gradient-
based shading, but comprehension of spatial depth is still difficult. In
Figure 1(c), a single light source in the center illuminates the volumet-
ric features with ambient scattering g = 0.6, while rendering perfor-
mance and delays from transfer function updates are still comparable
with ambient occlusion, according to Table 1. Furthermore, changing
the anisotropy or moving the light source can be done interactively.

Figure 5 illustrates our preintegration table for three different
anisotropy values. The Monte-Carlo simulation took about 2-20 h us-
ing 1-10k path samples with a single-threaded non-optimized CPU
implementation. We plot radiance logarithmically over the polar an-
gle 6 and the ambient extinction value &;. In Figure 5(a), strong back-
ward scattering reflects light mainly in the backward direction (large
0) for optically thin media (small &;). However, due to repeated back
scattering, a substantial amount of energy is also transported in the
forward direction (small 8). With isotropic scattering, radiance is dis-
tributed evenly in all directions for thin media, but for thick media
(large 6;), radiance is no longer transported but mainly reflected back-

Uhttp://vis.cs.ucdavis.edu/VisFiles/pages/supernova.php
Zhttp://www.nlm.nih.gov/research/visible/
3http://www.osirix-viewer.com/datasets/



Fig. 6. Visualization of the Visible Human data set with different optical models. (a) Single scattering model with isotropic scattering g = 0.0 using
shadow rays. (b) Volumetric ambient occlusion with a radius of r = 14 voxels. (c) The same lighting conditions as in (a), but with ambient scattering
g =0.0 and a radius of r = 14 voxels. (d) Additional specular highlights with gradient-based shading. (e) Additional light with ambient occlusion.

Vessels

Brain

Fig. 7. Visualization of the Manix data set with ambient scattering and varying anisotropy values. The first light source is located in front of the data
set and the second one is located behind. The anisotropy parameter of the HG phase function varies with (a) g = —0.8, (b) g = —0.6, (c) g=0.0

(d) g =0.6, and (e) g = 0.8. All other parameters remain constant.

ward. The same observation applies to forward scattering; however,
for thin media, light is mainly transported in the direction of propaga-
tion. Overall, we can see that light transport is similar to isotropic
scattering for optically thick media, independent of the anisotropy,
which is the basis of the diffusion approximation [45]. However, for
thin media, light transport strongly depends on the phase function. At
http://go.visus.uni-stuttgart.de/avs, we provide preintegration tables
for A € [0.1,0.9] together with a small piece of C++ code and a short
documentation that explains how the data can be loaded and evaluated.

For features like subcutaneous tissue, subsurface scattering can cre-
ate a natural appearance. Figure 6 shows volume renderings of the
Visible Male data set with different optical models. In Figure 6(a), sin-
gle scattering with an isotropic phase function creates hard directional
shadows. Alternatively, ambient occlusion creates soft local shadows
in Figure 6(b). However, in both cases, the absence of multiple interac-
tions of light leads to a low variation of luminance. In Figure 6(c), we
utilize the same parameters as in Figure 6(a) for our approach. With an
ambient radius of 7 = 14 voxels, the visualization appears more vivid
due to subsurface scattering in the different subcutaneous structures.
Our technique is combinable with gradient-based specular highlights
for isosurface-like structures as shown in Figure 6(d). Furthermore,
it is possible to add ambient light to illuminate dark regions. In Fig-
ure 6(e), we superimpose a small contribution of ambient occlusion to
obtain a well-lit visualization.

Our method is capable of simulating a large range of anisotropy
values. In Figure 7, the soft tissue and the skeleton of the Manix data
set are visualized with ambient scattering. One light source is located
in front of the data set, close to the observer, and one light source is
located behind the data set. The lighting conditions, transfer function,
and camera remain constant for this sequence of results. In Figure 7(a),
strong backward scattering (g = —0.8) induces reflection of light back
to the observer on the outmost thin layer, which emphasizes surface-
like structures on the skin level. With an anisotropy value of g = —0.6,
more light passes this thin layer and illuminates mainly the blood ves-

sels in Figure 7(b). For isotropic scattering, in Figure 7(c), light is
scattered strongly in the bone structures of the skull and in the muscle
tissue. By further increasing anisotropy to g = 0.6 in Figure 7(d), more
light can pass the skull and illuminate the outer layers of the brain. In
Figure 7(e), strong forward scattering (g = 0.8) creates a halo inside
the skull from the light source behind the data set and illuminates con-
cavities due to increased translucency.

Hard shadows can be misleading in the presence of fibrous struc-
tures. In Figure 8, the skeleton of the Manix data set is visualized with
forward scattering (g = 0.8), where the light source is located behind
the data set. In Figure 8(a), single scattering casts hard shadows of
the vessels on the inside of the skull creating an illusion of line-like
features. This effect becomes more apparent when the light source is
moved to the left, which causes different shadows in Figure 8(b). In
Figure 8(c), we keep the same lighting conditions, but we employ am-
bient scattering with a small radius. The shadows of the vessels appear
softer, which can already help distinguish the structures. By increas-
ing the radius in Figures 8(d) and 8(e), only the large features cast soft
shadows and the dark regions of the backbone are illuminated due to
increased translucency, removing misleading visual patterns.

In Figure 9, the Mecanix data set is illuminated from the left with
strong forward scattering (g = 0.8). In Figure 9(a), single scattering is
unable to transport light, since repeated in-scattering is not accounted
for. In contrast, ambient scattering allows one to control the amount
of translucency with the radius. In Figure 9(b), we employ ambient
scattering with » = 6 voxels, which illuminates the far side of the torso
and creates softer shadows. By increasing the radius to r = 14 voxels
in Figure 9(c), subtle details like the navel or the abdominal muscles
become visible as a consequence of multiple scattering.

Since our preintegration method does not depend on a specific data
set, ambient scattering is well-suited for visualizing time-dependent
data. Figure 10 shows one time step of a transient temperature field
inside a closed room from a CFD simulation. On the ceiling, a cooling
plate is installed with a fixed temperature of 278K (blue), while on



Shadow

Vessel

Fig. 8. Visualization of the skeleton of the Manix data set with strong forward scattering ¢ = 0.8. The light source is located behind the data set.
(a) Single scattering causes misleading shadows of the blood vessels on the skull. (b) The light source is moved slightly to the left, which leads to
different shadows. The same lighting conditions as in (b), but with ambient scattering and a radius of (c) r =2, (d) r =6, and (e) r = 14 voxels.

Fig. 9. The Mecanix data set with strong forward scattering g = 0.8.
(a) Single scattering leads to strong darkening and hard shadows. Am-
bient scattering with a radius of (b) » =6 and (c) r = 14 voxels illuminates
subtle details by means of translucency and soft shadows.

the floor, a heating plate is located with a fixed temperature of 348K
(red). Compared to the emission—absorption model in Figure 10(a),
our technique provides more visual cues to determine the shape of the
volumetric features in Figure 10(b) and still achieves high frame rates.
Due to the short delay times for recomputing the illumination in each
time step, the sequence can be visualized at interactive speed. In the
supplemental video, we show the animation using both optical models.

In Figure 11, a time-dependent CFD data set [37] of a flat-plate
turbulent boundary layer is visualized by means of the A, vortex cri-
terion, a derived scalar field widely used for flow visualization of vor-
tices. Flow direction is from right to left in this figure. The data set
is illuminated with (a) ambient occlusion, (b) single scattering with
g = 0.5, and (c) ambient scattering with g = 0.5 and radius r = 14
voxels. Ambient occlusion and single scattering provide only limited
insight, both with respect to the spatial organization of the complex
vortical structures and the distribution of the A4, field within individual
vortices. It is a drawback common to the traditional visualization of A,
using isosurfaces that these techniques cannot visualize both the outer
boundary of vortices and their inner structure at the same time. The
visualization based on ambient scattering, in contrast, provides at the
same time the overall distribution of the A, field and its spatial struc-
ture. Thus, it not only allows the researcher to judge the qualitative
behavior of turbulent flows, but it provides at the same time a quanti-
tative representation of the vortical dynamics. The reader is referred
to the supplemental video for an animation of the entire sequence.

Fig. 10. Visualization of one time step of the time-dependent Buoyancy
Flow data set. Cool air (blue) drops from the cooled ceiling, while hot
air (red) raises from the heated floor. Due to convection, the flow be-
comes time-dependent. (a) Emission—absorption model. (b) Ambient
scattering g = 0.5 with two light sources and a radius of r = 10 voxels.

In the supplemental results, we also provide a comparison of am-
bient scattering with path tracing to qualitatively evaluate the visual
differences of our approach with respect to full global illumination.

In Table 1, we summarize performance measurements of all re-
sults. Changing the transfer function is the most expensive kind of
interaction, since the entire illumination needs to be recomputed. For
extinction-based ambient occlusion and our approach, the SAT needs
to be updated. According to Schlegel et al. [43], at least three evalua-
tions of the SAT are required to compute the occlusion factor, whereas
our approach requires only one evaluation to compute the ambient ex-
tinction volume. However, our method further needs to update the ra-
diance cache when the transfer function is changed, which consumes
part of the gained advantage. Nonetheless, the combined computation
time remains on par with ambient occlusion, but with scattering and
soft shadows already included. Changing the transfer function with
single scattering is up to an order of magnitude slower compared to
our approach, since small steps are required to recompute shadows
without artifacts. Changing the anisotropy of the phase function af-
fects only our method and requires a recomputation of the radiance
cache. However, according to Table 1, this step is interactive for all
tested results. With increasing radii, our approach benefits from larger
step sizes, which can be seen in Figures 8 and 9. Moving the light
sources relative to the data set is computationally equivalent with a
change of the phase function with our method and requires a recom-
putation of the radiance cache. In contrast, single scattering needs to
update the transmittance cache, which is again very expensive.

We measured rendering performance with updated caches by rotat-
ing the camera around the data set and by averaging over 720 frames.
Rendering with emission—absorption achieves the highest frame rates.
However, the high performance comes at the cost of few visual cues
for depth and size. Single scattering and ambient occlusion require
texture look-ups for transmittance and occlusion, respectively, but they



Fig. 11. Visualization of the time-dependent A, field of the Boundary Layer data set with different optical models. (a) Ambient occlusion with a
radius of r = 14 voxels. (b) lllumination with single scattering (¢ = 0.5) and additional specular highlights. (c) Ambient scattering (g = 0.5) and a
radius of r = 14 voxels together with specular highlights.

Table 1. Performance measurements for the data sets of this paper. Rendering performance was obtained with a viewport of 5122 pixels and
early ray termination with a threshold of a = 0.98 for all measurements. The computation times for changing the transfer function (TF), phase
function (PF), and light sources (LS) are not included in the rendering performance. The different optical models are color-coded as follows:
emission—absorption, , single scattering, ambient scattering.

Data set | Volumesize | Figures |  TF change [ms] | PFchange [ms] | LSchange[ms] | Rendering [fps]
Supernova 432x432x432 | Talblc ~/532/490 —/— /3 —/— /3 64/27/20
Vis. Human | 202x256x259 | 6a/o/c/dfe | 1020/126/117/117/158 | —/—/16/16/16 | 1020/ /16/16/16 | 110/105/60/53/50
Manix (Tiss.) 256 x 256 x 276 Ta—e 182 11 11 38
Manix (Skel) | 256x256x276 | 8a-bjc/d/e |  1190/231/192/180 ~/36/16/10 1190/36/16/10 60/35/35/35
Mecanix 256x256x302 | 9alb/c 1372/206/192 /3420 1372/34/20 73 /48 /48
Buoyancy Flow | 181x 91 x 181 10a/b /85 /5 -5 180/63
Boundary Layer | 538x54x261 | 1la/b/c 128/780/112 /=8 —/780/8 105/87/69

provide either hard and directional or soft and local shadows, both with
similar rendering speed. Ambient scattering requires additional mem-
ory access for the look-up in the preintegration table, which accounts
for anisotropic scattering, translucency, as well as directional and soft
shadows. The extra texture access can be avoided in empty regions
of the volume (o; = 0), since no contribution due to scattering can
be expected. Although our approach is not as fast as ambient occlu-
sion or single scattering, real-time frame rates can still be achieved.
Even a per-frame recomputation of the soft shadows is possible with
interactive performance, which we demonstrate at the end of the sup-
plemental video. In general, rendering performance decreases about
linearly with the number of light sources because the inner loop of Al-
gorithm 1 is executed once for each light. With the data set sizes used
in our results, we achieved interactive frame rates with up to 3 light
sources. Our method is limited to point and directional light sources
due to the distribution step in the rendering algorithm.

7 CONCLUSION AND FUTURE WORK

We have presented ambient volume scattering as an efficient
high-quality illumination technique, including subsurface scattering,
translucency, and soft shadows. In particular, our method can simulate
anisotropic scattering in the ambient region of each point in the vol-
ume. In this spirit, ambient scattering complements ambient occlusion
with indirect lighting based on physical light transport. Depending
on the anisotropy, different features of the volume can be highlighted
without changing their opacity. Compared to gradient-based shading
or shadow-based ray casting, ambient scattering is more robust against
sampling artifacts. It is well-suited to explore data sets, since all rele-
vant parameters can be changed interactively, which also facilitates il-
lumination of time-dependent data. Our algorithm can be implemented
with well-known basic techniques like path tracing and ray casting.

In a practical scenario, all preintegration tables would be delivered
with the system before initial operation because preintegration is inde-
pendent of the data set. Hence, an operator would not need to perform
a lengthy initialization process and since there is no other preprocess-
ing step required, volume rendering is available instantly, which is
crucial for time-critical applications like medical visualization.

Our method is limited by the fact that far-range illumination effects
are not taken into account; hence, a solution of global illumination
is not supported. This limits the use of ambient scattering for surface-
based illumination, where much empty space is in between the patches
and where interreflections are not negligible over far distances. For
volume visualization, however, the use of our variable finite region
offers high performance for data exploration and accounts for the most
relevant contributions of scattered light.

As future work, we want to evaluate the perceptual cues of our ap-
proach compared to more advanced illumination techniques by means
of a user study, similar to Lindemann and Ropinski [28]. Furthermore,
we plan to accelerate ambient scattering with common methods from
DVR like multiresolution rendering, which can be readily applied to
our algorithm. Apart from rendering speed, further interaction con-
cepts with ambient scattering could be investigated, for example, the
interactive manipulation of the preintegration table by means of a new
transfer function for data-driven illumination.
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